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ABSTRACT

Artificial Intelligence (AI) is a rapidly advancing field with the potential to impact

every aspect of society, including the inventive practices of science and technology.

The creation of new ideas, devices, or methods, commonly known as inventions, is

typically viewed as a process of combining existing knowledge. To understand how

AI can transform scientific and technological inventions, it is essential to comprehend

how such combinatorial inventions have emerged in the development of AI.

This dissertation aims to investigate three aspects of combinatorial inventions

in AI using data-driven and network analysis methods. Firstly, how knowledge is

combined to generate new scientific publications in AI; secondly, how technical com-

ponents are combined to create new AI patents; and thirdly, how organizations cre-

ate new AI inventions by integrating knowledge within organizational and industrial

boundaries. Using an AI publication dataset of nearly 300,000 AI publications and an

AI patent dataset of almost 260,000 AI patents granted by the United States Patent

and Trademark Office (USPTO), this study found that scientific research related to

AI is predominantly driven by combining existing knowledge in highly conventional

ways, which also results in the most impactful publications. Similarly, incremental

improvements and refinements that rely on existing knowledge rather than radically

new ideas are the primary driver of AI patenting. Nonetheless, AI patents combin-

ing new components tend to disrupt citation networks and hence future inventive

practices more than those that involve only existing components.

To examine AI organizations’ inventive activities, an analytical framework called

the Combinatorial Exploitation and Exploration (CEE) framework was developed to

measure how much an organization accesses and discovers knowledge while working

within organizational and industrial boundaries. With a dataset of nearly 500 AI

organizations that have continuously contributed to AI technologies, the research
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shows that AI organizations favor exploitative over exploratory inventions. However,

local exploitation tends to peak within the first five years and remain stable, while

exploratory inventions grow gradually over time.

Overall, this dissertation offers empirical evidence regarding how inventions in AI

have emerged and provides insights into how combinatorial characteristics relate to AI

inventions’ quality. Additionally, the study offers tools to assess inventive outcomes

and competence.
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Chapter 1

INTRODUCTION

Artificial Intelligence (AI) is a rapidly developing field that carries the promise of

influencing almost every aspect of society, including the inventive practice of science

and technology. Inventions, or the creation of new ideas, devices, or methods, have

been conceptualized as a process of combining existing knowledge. In order to as-

sess how AI can transform the process of scientific and technological inventions, it is

crucial to understand how such combinatorial inventions have occurred in the devel-

opment of AI. How are inventions within the domain of AI occurring? For instance,

is it via the development of new technological functionalities and new scientific un-

derstandings, or is it mainly through combining existing concepts and methods or

introducing radically new ideas? Answering these questions can inform an assess-

ment of how AI will amplify or exceed human effectiveness and displace human labor.

Invention in AI is also a venue to study the production of new scientific knowledge

and technological change. Is knowledge creation in AI similar to previous episodes

and inventive activities in general? Or is it the case that by dealing with the very

nature of intelligence, reasoning, and learning, the creation of knowledge in AI marks

a departure from historical patterns in the advancement of science and technology?

Addressing these questions requires understanding the nature and underlying mecha-

nisms of combinatorial inventions in AI and how they affect the quantity and quality

of AI inventions. The nature and mechanisms of combinatorial inventions in AI are

the overarching research question of this dissertation.

This dissertation investigates combinatorial inventions in the development of AI

from three perspectives — the perspective of scientific research, the perspective of
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technological invention, and the perspective of organizational inventions, which con-

stitute the three main chapters of this dissertation (Chapters 2, 3, and 4). Specifically,

this dissertation aims to address the following three aspects of combinatorial inven-

tions in AI: (1) how knowledge is combined to create new scientific knowledge related

to AI; (2) how technical components are combined to create new technologies related

to AI; and (3) how organizations create new knowledge related to AI by searching and

combining knowledge constrained by the organizational and industrial boundaries.

To address these questions, a series of datasets were constructed, including three

primary novel datasets: an AI publication dataset, an AI patent dataset, and an AI

organization dataset. The methodologies involved in this dissertation include biblio-

graphic methods, scientometric methods, network analysis, and statistical analysis.

This research’s investigations reveal that scientific research related to AI is driven

by combining existing knowledge in highly conventional ways, and the resulting aca-

demic publications are also the most impactful. Similarly, in patents related to AI,

incremental improvements that heavily rely on existing knowledge rather than radi-

cally new ideas are the primary driver of knowledge creation in AI patents. Like AI

publications, AI patents that combine existing technologies tend to have higher cita-

tions. Nevertheless, AI patents combining new components tend to disrupt the knowl-

edge network to a greater extent. By comparing scientific publications and patents

related to AI, this dissertation find that novelty in AI patents is better rewarded by

future citations than AI publications, implying that technological innovation has a

larger appetite for novel ideas and combinations than scientific research. To examine

AI organizations’ inventive activities, an analytical framework was developed in this

dissertation— the Combinatorial Exploitation and Exploration (CEE) framework —

to quantify the extent an organization accesses existing knowledge and discovers new

knowledge within the constraints of organizational and industrial boundaries. Using
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the CEE framework, this research finds that AI organizations prefer exploitative over

exploratory inventions. Nevertheless, locally exploitative search tends to peak within

the first five years, while exploratory inventions tend to grow gradually if the organi-

zation remains active in AI. Moreover, the CEE framework is also demonstrated to

be able to compare inventive competence and capacities intra-organizationally and

inter-temporally. Several additional empirical examples are given to showcase other

use cases, such as analyzing the geographical aspects of organizations’ inventive be-

haviors.

1.1 Literature Review

1.1.1 Artificial Intelligence

AI methods, techniques, and procedures are already transforming medical diag-

nostics, transportation planning, manufacturing processes, data analysis, automated-

decision-making, speech and optical pattern recognition, software design, and even

legal analysis and investment decisions (National Research Council, 1997; Matheny

et al., 2019a; World Economic Forum, 2018; Mozer et al., 2019; Correia and Reyes,

2020; Chang, 2020; Chalmers et al., 2021; Surden, 2019; National Academies of Sci-

ences, Engineering, and Medicine, 2021). AI is expected to transform the workplace

in much the same way the Industrial Revolution and electrification did (Frank et al.,

2019a). Furthermore, deployment and mastery of AI are seen by governments as a

cornerstone of national security and economic prosperity (State Council of the Peo-

ple’s Republic of China, 2017; Eric and Work, 2021). “Machine-learning” and “deep

learning,” algorithmic and computational procedures able to learn from and recog-

nize patterns in copious amounts of data, are now able to surpass human capacities

in important problem areas (LeCun et al., 2015; Sejnowski, 2020). A leading science

publication selected AI algorithms’ ability to predict the three-dimensional structures
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of proteins as the scientific breakthrough of 2021 (Service, 2021). AI-powered pro-

grams, such as Midjourney AI and DALL-E, can generate artistic images with text

prompts within a few seconds (Oppenlaender, 2022). With numerous parameters

and trained on large quantities of data, Large language models (LLMs) like OpenAI’s

GPT families and Google’s LaMDA, with properly-designed interfaces like ChatGPT,

can produce extremely lifelike answers when engaging in conversations with users, ar-

guably summarize knowledge from the entire internet, perform a wide range of tasks,

and are believed to be able to revolutionize how people access knowledge and even

the entire higher education system (Lund and Wang, 2023). AI is thought to have the

potential to not only aid the process of invention, but to become a method of inven-

tion because of its ability to rapidly and effectively search high-dimensional solution

spaces that are characteristic of many types of problems in science and technology

(Agrawal et al., 2018; Cockburn et al., 2019; Crafts, 2021).

AI is both a field of scientific and engineering research and a domain of techno-

logical development, which seek to invent, that is, to generate intellectual novelty. AI

studies the mechanisms and procedures of intelligence, including learning, reasoning,

perception, and pattern recognition. It aims to develop devices, computational pro-

cesses, and algorithms that display intelligence, often with greater speed and accuracy,

and the ability to process data volumes far beyond human capability (Mitchell, 2019).

Even if initially animated by an interest in understanding and replicating human in-

telligence, AI’s focus now is on intelligence sui generis (Crevier, 1993). AI draws upon

mathematics, computer engineering, linguistics, neuroscience, cognitive psychology,

decision-making theory, search theory, machine learning, data science, speech, pattern

recognition, and the theory of computation (Russell and Norvig, 2020).
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A Brief History of AI

The creation of AI Some of AI’s basic ideas and exploratory attempts already

existed before the term AI was conceived. Examples include the Turing Test (Turing,

1950), the primitive model of artificial neurons that can be switched “on” or “off”

(McCulloch and Pitts, 1943), and the first neural network computer SNARC (the

Stochastic Neural Analog Reinforcement Calculator), built in 1950 (Crevier, 1993).

Nevertheless, a workshop at Dartmouth College in the summer of 1956 has been

widely acknowledged as AI’s birthplace. The term “AI” was coined in the proposal

for the workshop submitted to the Rockefeller Foundation in 1955 by John McCarthy,

Marvin Minsky, Nathan Rochester, and Claude Shannon (McCarthy et al., 1955).

They were later recognized as the founding fathers of AI. In the proposal, AI was

defined as a machine that can simulate “every aspect of learning or any other feature

of intelligence.” The attendees at the DartmouthWorkshop attempted to find “how to

make machines use language, form abstractions and concepts, solve kinds of problems

now reserved for humans, and improve themselves” (McCarthy et al., 1955).

1950s-1970s: Symbolic AI The Dartmouth Workshop created a brand-new

academic space and collaborative relationships rather than actual research output.

The conception of AI as a new, separate field with well-articulated goals but little

establishment opened up exploration opportunities. Many theoretical foundations

were laid in the 1950s and the 1960s, and they remain relevant even today. As C.

S. Peirce (1960) put it, “we think only in signs;” and, Terrence Deacon (1997) saw

humans as a “symbolic species” whose defining characteristic is manipulating symbols.

It is not surprising that the first wave of AI was characterized by its deep roots in

mathematics and logic, focusing on symbol manipulation. For example, Newell and

Simon (1976) designed the General Problem Solver (GPS) that mimicked humans in
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solving logic problems, paving the way to their award-winning achievement – physical

symbol system hypothesis. Newell and Simon (1976) believed that “symbols lie in

the root of intelligent action” regardless of the actor, be it a human or a machine.

By manipulating and structuring symbols correctly, intelligence can arise from any

system (Newell and Simon, 1976). Those symbolic AIs are referred to as “GOFAI”

(Good-old Fashioned AI) (Haugeland, 1985).

The birth of connectionism During this early stage of AI, in addition to

“GOFAI,” a completely different approach to AI, referred to as “connectionism” ex-

emplified famously later on by deep learning, had its foundation laid as well. Even

though humans think in abstract signs, on the physical level, our brain is made up

of large quantities of almost homogenous neurons, whose activation and interaction

function to process information, store and retrieve memories, and give commands to

our bodies. Maybe, through mimicking such structures, machines can learn how to

learn intelligently without pre-programmed prior knowledge. This is the basic idea

behind connectionism. In 1958, Frank Rosenblatt at Cornell proposed the idea of per-

ceptron, an algorithm to achieve binary classification through a network of weighted

neurons (Sammut and Webb, 2011). He built its first implementation with 400 artifi-

cial “neurons” made of “cadmium sulfide photocells” (Bishop, 2006). However, with

the absence of adequate computing power and programming tools, both symbolic and

connectionist AI of that time had focused on simple “toy problems” such as checkers

instead of real-world problems. Neither symbolic or connectivist AI had fulfilled their

big promises. Rosenblatt’s claim that his perceptrons would gain the ability to read,

walk, and talk like humans within a year and with just $100,000 in research funds

never came to fruition (NYT, 1958).

1980s: Expert systems Besides the limited computing power, another big

problem of AI that limited its practical use in the first decades was its lack of domain-
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specific knowledge. In the 1970s, knowledge-based systems, known as expert systems,

started showing promise in solving real-world problems. An expert system generally

comprises two components: the knowledge base, where domain-specific knowledge

(rules and facts) is represented symbolically, and a general-purpose inference engine

that describes how to manipulate these symbols (Kaplan, 2016). To build an expert

system for a specific domain, extensive interviews with experts had to be conducted to

acquire the knowledge. Expert systems achieved great commercial success in the 1980s

partly because of the investment stimulated by the competition between Japan and

the U.S. Expert systems were helping tasks such as design, monitoring, and diagnosis

in a wide range of industries, including but not limited to computers, accounting, oil

drilling, banking, and power plants, saving each company tens of millions of dollars

every year (Leonard-Barton and Sviokla, 1988). By 1988, almost every major U.S.

company was either using or looking into expert systems (Russell and Norvig, 2020).

AI winter However, expert systems failed to achieve satisfactory performance

because their frameworks lacked “sufficient expressive power to capture the breadth

of expert knowledge and behavior.” Besides, extensive and expensive handcrafting

and hard coding were needed (Kaplan, 2016). Many companies failed to fulfill their

promises. From 1987 to 1993, due to the daunting prospect of expert systems’ prac-

tical potential, investment in AI fell significantly. AI had entered a period referred to

as the “AI winter” (Church, 2011).

The rise of machine learning The collapse of expert systems did not obstruct

the progress of AI. If it is challenging to teach knowledge to machines, how about

creating machines that can learn the knowledge by themselves? Humans learn from

our interactions with the environment. Learning is undoubtedly a crucially important

aspect of human intelligence. This idea formed the basis of machine learning, which

started to be treated seriously by researchers in the early 1990s. The pendulum began
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to swing from symbolic AI to connectionist AI. Many new developments occurred.

For instance, the re-introduction of back-propagation, a technique that allows con-

nectionist models to learn from data and adjust the weight of each neuron during

the learning process (Rumelhart and McClelland, 1986), opened up the possibility of

learning from big data.

In recent years, deep learning, a kind of artificial neural network that consists

of many layers, has shown great potential in machine learning due to the increased

availability of training data, improved computing power, and unprecedentedly so-

phisticated algorithms. It has achieved or even surpassed human capacities in some

domains, such as playing Go (Silver et al., 2016) and recognizing faces (Lu and Tang,

2014). Today, AI is thriving in many areas of research and development, including

but not limited to robotics, speech recognition, computer vision, natural language

processing (NLP), self-driving cars, and game playing.

1.1.2 Combinatorial Inventions

Invention and innovation, although often used interchangeably, have different

meanings. According to the Cambridge Dictionary, an invention refers to “something

that has never been made before, or the process of creating something that has

never been made before.” An invention involves the discovery of new knowledge

and may not have practical applications or be commercially viable. On the other

hand, an innovation refers to “the use of new ideas and methods,” or as Maclaurin

(1953) put it, “a new or improved product or process” as the result of an invention

“introduced commercially.” Innovation involves the development of products that

are useful and valuable to society. An invention precedes the innovation that uses

the invention. This research focuses on inventions rather than innovation. Therefore,

the documentation of new ideas and processes (scientific publications and patents)
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instead of commercialized products is examined in this research.

Inventive-like processes emerge in both the natural world and human societies. In

the natural world, invention occurs through Darwinian evolution, continuously intro-

ducing new organisms, physiological functions, and new ecosystems, filling the Earth

with diverse ecosystems. In human societies, an invention consists of ideas or technolo-

gies, either new or already in use, brought together in a way not previously observed

(Schumpeter, 1934). Inventions take various forms, such as patents, music, movies,

publications, and paintings. Continuous inventive activities foster scientific and tech-

nological development, bring about cultural change, maintain economic growth, and

facilitate social progress.

Regardless of whether they are natural or anthropogenic, inventive processes in-

volve similar mechanisms such as trial and error, descent with modification, horizon-

tal information transfer, and combining existing components (namely combinatorial

inventions) (Wagner and Rosen, 2014). Combinatorial inventions are created by re-

assembling existing factors in new ways (Becker, 1982; Schumpeter, 1934; Arthur,

2009). Combinatorial processes are considered an essential source of invention. Due

to this combinatorial nature, inventing can be conceptualized mathematically as a

search problem over a space of combinatorial possibilities (Kauffman et al., 2000;

Kauffman, 1993; Wagner and Rosen, 2014).

Scientists, economists, management researchers, artists, policymakers, and others

have observed and studied combinatorial inventions. Different domains differ in the

forms of inventions, the components to be combined, and how they are combined.

Combinatorial Inventions in Different Domains

Combinatorial inventions in art In art, music, film, media, and culture, a remix

of existing elements can produce creative works and novel experiences (Borschke, 2017;
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Navas, 2012). For example, Seth Austen and Grahame-Smith (2009) recombined the

story of Jane Austen’s Pride and Prejudice with B-grade zombie pulp fiction to create

a new novel. Mark Vidler recombined Madonna’s “Ray of Light” (1998) and the Sex

Pistol’s punk music to create “Ray of Gob” (Gunkel, 2016), not to mention Andy

Warhol’s famous Marilyn Diptych (1962) that combines fifty paintings based on the

same photo from the film Niagara (1953).

Combinatorial inventions in technology Technologies are no exception. As

Brian Arthur (2009) put it in his book The Nature of Technology, “technologies are

combinations,” and novel technologies are constructed from existing ones. Disassem-

bling any new device at your home, be it a phone, laptop, TV, toaster, or fridge, you

will recognize that almost all parts consist of existing technologies, such as cameras,

CPUs, glass, and screws. Each disassembled part is a subsystem combining another

set of technologies. Because inventions can be conceptualized as a search problem

in a landscape of possible inventions, entities that invent, such as organizations and

inventors, are solving a combinatorial optimization problem by considering their ini-

tial conditions, boundary conditions, and available resources (Kauffman et al., 2000;

Macready et al., 1996).

Combinatorial inventions in science Every little step in science is built upon

previous knowledge. As Isaac Newton (1675) remarked, “if I have seen further, it is

by standing on the shoulders of giants.” Even what Thomas Kuhn (1962) would refer

to as “revolutionary science” that fundamentally shifts paradigms needs to incorpo-

rate existing knowledge acquired through “normal science.” For instance, Einstein’s

general relativity theory was not widely accepted until its prediction of the starlight’s

gravitational deflection was confirmed by the Eddington experiment designed and

carried out in the “normal” way (Coles, 2019). Scientific inventions usually take the

form of academic publications. In scientific publications, one way existing knowledge
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is recombined is through references. Previous literature is reviewed and referenced to

elaborate on the relevance, gaps, methodologies, contribution, and other aspects of

this new research.

Carriers of Combinatorial Inventions

How existing components are combined to create new knowledge has been viewed

as the “holy grail” of innovation studies (Gruber et al., 2013; Schumpeter, 1934).

In literature, the evidence of combinatorial inventions has been examined in various

carriers and on different levels. The carrier of the inventions is the form with which

the invention is recorded and recognized. The forms could be technical documen-

tation, patents, academic publications, commercial products, software, music, films,

or others. At the same time, the scope of inventions could be examined on different

levels organized either by individual pieces of work (e.g., patents or scientific papers),

people (e.g., engineers or companies), geographic scope (e.g., industrial parks, cities,

regions, or nations), domains (specific fields or sub-fields), or across time. The carrier

and the level together determine the components that serve as existing knowledge to

be combined in the study.

Patents as invention carriers Patents are often considered inventions’ carri-

ers by researchers and policy-makers. Because patent offices use “technology codes”

to classify patents, these codes are suited to represent the components for combinato-

rial innovation (Clancy, 2015; Gruber et al., 2013; Youn et al., 2015).1 A patent with

multiple codes can be seen as a combination of previous technologies of each code.

In this way, Youn et al. (2015) explored the code-to-code combinatorial dynamic of

inventions recorded in US patents dating from 1790 to 2010 and found a constant

1Detailed explanation and discussion regarding “technology codes” can be found in Chapter 3

and Chapter 4.
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rate of exploitation and exploration even though the creation of new technological

capacities has significantly slowed down.

Scientific publications as invention carriers In science, inventions are

recorded mainly in theses, dissertations, peer-reviewed papers, books, and mono-

graphs. In the literature that uses scientific publications as carriers of scientific in-

ventions, references are usually used to represent the existing knowledge combined

(Mukherjee et al., 2016; Uzzi et al., 2013).2 In some studies, referenced journals rather

than referenced papers have been chosen to represent existing knowledge. In a method

developed by Mukherjee et al. (2016) to analyze combinatorial inventions in science,

each of the journals cited in a given paper represents a piece of previous knowledge.

A journal pair co-cited in the paper represents the recombination of two pieces of

previous knowledge. A journal pair can be classified as typical or atypical depending

on whether the two journals are co-cited in the dataset more or less frequently than

random. Using this method, Mukherjee et al. (2016) created a taxonomy of novelty

to categorize scientific papers into four types. They considered the entire Web of

Science dataset and found that papers that mix typical and atypical combinations

tend to become top papers in citation counts. In addition to referenced literature,

keywords extracted from publications can be seen as combinatorial components. For

example, in a study on diversity and innovation conducted by Hofstra et al. (2020),

a dissertation that combines two keywords (e.g., HIV and monkey) for the first time

in the ProQuest3 database is considered an invention.

2Detailed discussion about this method developed by Uzzi et al. (2013) and Mukherjee et al.

(2016) can be found in Chapter 2.

3https://www.proquest.com
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Levels of Combinatorial Inventions

Combinatorial invention on the individual level An individual creator of

inventions, such as a patent inventor or a software developer, embodies the existing

knowledge mastered before the invention, which strongly relates to whether they can

invent and what and how they invent. Gruber et al. (2013) studied how inventors’

individual-level characteristics affect the breadth of the technological recombinations

in their patent applications. They found inventors with scientific degrees rather than

engineering degrees, and inventors with doctoral degrees tend to combine existing

knowledge across disciplinary boundaries. Collaborations between individuals expand

the existing knowledge available to be combined. Methodologically, co-authorship

network analysis is often used to study how collaboration creates new knowledge. For

example, Fleming and Marx (2006) examined the patent co-authorship networks (or

co-patenting networks) in Boston and Silicon Valley and found that small-worldness

has become the “new inventive basis of innovation.”

Combinatorial inventions on the organizational level A group of inven-

tors organized in a certain way, such as an R&D department in an organization or

a conference focusing on a specific topic, can be seen as an embodiment of existing

knowledge collectively mastered by the members. Collaboration between depart-

ments, organizations, or institutions is also believed to stimulate innovation by pro-

viding an opportunity to fuse knowledge from different domains. Mervin Kelly, the

president of Bell Labs in the 1950s, created a physical environment at Bell Labs that

facilitated inter-departmental groups of physicists, chemists, metallurgists, engineers,

theoreticians, and experimentalists. This “interdisciplinary nature” at Bell Labs was

believed to be an essential factor in its success (Gertner, 2012).

There is also a body of literature in innovation studies that explores innovation
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systems and the complex interactions among the diverse actors within these systems.

Those innovation systems’ boundaries are usually defined on a sectoral, regional, or

national level (Edquist, 2005). These studies consider a variety of actors, including

universities, corporations, and governments. They care about the impact of institu-

tional, social, and economic factors on inventions and innovation and how stakeholders

such as business managers and policymakers can make better decisions (Christensen,

1997).

1.1.3 Combinatorial Inventions regarding AI

AI is an inherently multidisciplinary field that integrates diverse fields of knowl-

edge, a defining feature that provides the empirical means to investigate the novelty

of the scientific and technological output propelling the field. Studies of science and

technology development conceptualize invention as combining existing factors in new

ways (Schumpeter, 1934; Arthur, 2009; Uzzi et al., 2013; Youn et al., 2015). The his-

tory of science is one of accumulating insights as every new development builds upon

previous knowledge (Arthur, 2009; Uzzi et al., 2013). Even what Thomas Kuhn called

“revolutionary science” that fundamentally shifts conceptual paradigms incorporates

existing knowledge acquired through “normal science” (Kuhn, 1962; Mitchell, 2019;

Crevier, 1993). Combining existing knowledge or introducing a completely new idea

occasionally results in a startling intellectual transformation (Ziman, 1978; Weinberg,

2015; Wootton, 2015; Gal, 2021). A shared perspective in economics, management

science, sociology, anthropology, and history posits that the recombination of new

and existing technological capabilities is the principal source of technological novelty

(Arthur, 2009; Tarde, 1903; Kaempffert, 1930; Usher, 1954; Kirby et al., 1956; Derry

and Williams, 1993; Hippel, 1988; Basalla, 1988; Pacey, 1990; Richerson et al., 2013).

AI and inventions are interconnected and mutually reinforce each other. The rela-
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tionship between AI and combinatorial inventions is three-fold: (a) the combinatorial

inventions within AI, (b) AI as a component combined with other domains, and (c)

AI as a means for combinatorial inventions, in other words, using AI as a tool in

searching over the space of possibilities, either for creating search space, searching

over such space, or optimizing search strategy.

Combinatorial Inventions within AI

As Section 1.1.1 demonstrated, the history of AI per se is a process of combinato-

rial inventions. Many AI ideas are initially borrowed from other disciplines, such as

biology, mathematics, logic, psychology, linguistics, or philosophy. For example, the

first model of artificial neurons by McCulloch and Pitts (1943) was a combination of

ideas rooted in three disciplines: the physiology and function of human neurons, the

formal analysis of propositional logic, and Turing’s theory of computation (Russell

and Norvig, 2020). Similarly, the framework of machine learning to deal with uncer-

tainty was provided by probabilistic theory in mathematics (Ghahramani, 2015). In

addition, AI applications are nearly always built with multi-disciplinary knowledge.

For instance, the capabilities allowing AI to interact with humans and the environ-

ments physically, verbally, and emotionally requires knowledge from domains such as

robotics, natural language processing (NLP), computer vision, and psychology. Fur-

thermore, many AI researchers have multi-disciplinary backgrounds. For example,

Newell and Simon are both mathematicians.

Much research has implicitly investigated the semantics of combinatorial inven-

tions within AI. However, very few are devoted to quantifying, measuring, or charac-

terizing the general process of combinatorial inventions within AI. Some researchers

attempt to identify AI inventions’ significant trends. For example, Cockburn et al.

(2019) found that the AI community is shifting towards more application-oriented
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learning research. Niu et al. (2016) surveyed where the highest productivity resides

in AI. Raghupathi and Nerur (1999) examined the author-to-author co-citation net-

works and identified some research themes and trends in AI. Others embed AI in

broader knowledge landscapes, aiming to build a holistic understanding of the inno-

vation system around AI. For example, Frank et al. (2019b) studied the interdisci-

plinary knowledge flow embodied in the citation relationships between AI and other

domains. They found that social science and other non-AI areas are not keeping up

with AI development’s fast pace in recent years. They suggested that it might explain

why AI has had negative social impacts recently.

AI as a Combinatorial Component

Because of its ability to automate physical and complex cognitive tasks, AI has been

increasingly recognized as a general-purpose technology that can spawn further in-

ventions (Brundage, 2019). In many cases, AI is incorporated into and becoming

a part of the final products of inventions. For instance, Apple’s Siri and Amazon’s

Alexa integrate AI components such as speech recognition. In literature, any survey

on AI applications is essentially a demonstration of AI as a component for combina-

torial inventions, for instance, AI used in smart grid (Li et al., 2018), healthcare (Bali

et al., 2019), law (Liu, 2020), and engineering in general (Shukla et al., 2019). Fur-

thermore, the rise of domains such as AI ethics and philosophy can be also considered

combinatorial inventions that integrate AI with other knowledge.

AI as a Means for Combinatorial Inventions

Another perspective of AI as a general-purpose technology is that AI has become a

method for inventions that facilitates further inventions, praised as a “new method for

invention” (Cockburn et al., 2019). AI techniques have been routinely incorporated in
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the research and development in domains not traditionally around AI’s disciplinary

“neighborhood,” for instance, biology and archaeology (Davis et al., 2019). The

difference between AI as a component and AI as a means is in which step AI is

engaged in the inventive process. The former involves AI in the final result, and the

latter involves AI during the process but does not necessarily involve AI in the final

product.

AI as a means for combinatorial invention has two meanings. First, AI can be

used for searching over the space of possible inventions, either for searching or opti-

mizing search strategy. It is made possible because of AI’s promising performance in

search problems, fast iteration, heuristics, and learning from experience, for example,

machine learning in polymer design (Kim et al., 2021), or genetic algorithm opti-

mization in drug design (Fernandez et al., 2011). Another examples is the Material

Genome Initiative (MGI), which advances new paradigms such as AI for material

discovery and design (de Pablo et al., 2019). For example, Gómez-Bombarelli et al.

(2016) utilized machine learning to screen through 1.6 million molecules of organic

light-emitting diode (OLED), and identified a set of promising molecules with state-

of-the-art external quantum efficiencies. In these examples, AI is involved in the

R&D process but not the resulting products, i.e., drugs and polymers. Also, because

search problems constitute a significant part of the problems that AI researchers tra-

ditionally attend to and AI has been remarkably fruitful in this regard, in light of the

conceptualization of inventing as a combinatorial optimization problem, AI is partic-

ularly suited for such search problems, either for algorithm-oriented metaheuristics

problems or problem-oriented, context-specific problems (Blum et al., 2011). For

example, Kulkarni et al. (2016) has introduced an AI-based technique called cohort

intelligence to solve combinatorial optimization problems in supply-chain domains.

Bezerra et al. (2021) used AI as a combinatorial optimization strategy to help with
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cellulase production innovation using peach-palm waste.

Secondly, AI could be used as a research tool to study combinatorial inventions

due to AI’s applicability in knowledge representation, network analysis, and graph

analysis in general. For instance, Choi et al. (2015) constructed a model that processes

patent data for predicting technology transfer using social network analysis, regression

analysis, and decision tree.

Those studies have deepened our understanding of how combinatorial inventions

occur within AI and how AI is embedded as combinatorial components in broader

socio-technical innovation systems. However, little effort has been devoted to char-

acterizing combinatorial inventions in AI in terms of their novelty and impacts. How

novel are AI inventions? What characteristics of AI inventions are related to their

impact on subsequent knowledge creation? Those are the questions explored in this

research.

1.2 Research Question

The overarching research question of this dissertation is how new knowledge is

created through combinatorial processes in the field of AI. Further, how does such a

combinatorial process relate to the quantity and quality of the knowledge created?

I set out to address such a research question by investigating three aspects of

knowledge creation in AI — the creation of scientific knowledge as recorded in aca-

demic publications, the creation of technical knowledge as recorded in patents, and

the creation of technical knowledge within organizational and industrial boundaries.

Several sub-questions are posed in addressing the creation of AI-related scien-

tific knowledge. First, how is existing scientific knowledge combined to create new

knowledge in AI? Secondly, how are knowledge recombinations associated with sci-

entific impact? In other words, what kind of knowledge recombination predict higher
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citations? Thirdly, how do novel and conventional combinations in AI emerge and

evolve?

In investigating the combinatorial inventions in patents related to AI, several sub-

questions are addressed, including how novel, diverse, and disruptive AI patenting

is. Furthermore, this research asks how public support has fueled AI patenting and

what inventor team sizes affect AI patents’ impact and disruption. In addition, what

is different and what is similar between AI publications and AI patents?

Three sub-questions are tackled when addressing the question regarding organi-

zational inventions in AI. First, how can organizations’ exploitative and exploratory

searches be measured to reflect how much organizations have exhausted the search

space? Second, how can those measurements be mathematically formalized? Last,

how can such measurements be visualized to inform organizations’ inventive compe-

tence and policy-making?

1.3 Structure of the Dissertation

This dissertation consists of three main essays (Chapters 2, 3, and 4) in addition

to the introductory Chapter 1 and the conclusion Chapter 5. Each of the three

main chapters addresses a separate set of research questions regarding combinatorial

invention in AI.

Chapter 2 engages the research questions of how novel AI research is and how

the combinatorial characteristics of AI research affect its scientific impact. I collected

a dataset of AI research publications that contains nearly 300,000 records from the

Web of Science (WOS) using a snowball data collection technique. Then, Chapter

2 utilized the modified version of an analytical framework developed by Uzzi et al.

(2013) and Mukherjee et al. (2016) to study the combinatorial characteristics of this

dataset. I found that AI publications are growing faster than scientific publications
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in general. AI publications that feature highly conventional combinations of existing

knowledge account for the highest percentage and receive the most citations. Such

AI publications also have a higher chance of becoming top-cited. This implies that

scientific endeavor related to AI has not deviated significantly from the traditional

“normal” scientific research that relies heavily on incremental advance. It implies

that it is debatable how revolutionary AI transforms scientific research.

Chapter 3 investigates extensively how AI patenting is advancing and how combi-

natorial features relate to AI patents’ other characteristics, such as novelty, diversity,

impact, and team sizes. I constructed an AI patent dataset comprising over 250,000

U.S. patents related to eight AI component technologies, including knowledge pro-

cessing, speech, AI hardware, evolutionary computation, natural language process-

ing, machine learning, vision, and planning and control. Like AI publications that

grow faster than scientific publications in general, AI patents grow faster than utility

patents in general. Nevertheless, contrary to anticipation, AI patents have been less

novel and less diverse than utility patents. AI patents also have a lower percentage

of highly-disruptive patents and a more substantial reliance on public support than

utility patents. AI patents that only refine existing technologies or combine existing

technical components in new ways account for the largest share. Nevertheless, this

research found that AI patents that combine existing components in new ways tend

to have higher citations. In contrast, highly original patents tend to disrupt sub-

sequent knowledge creation to a greater extent. A previous report concluding that

“large teams develop and small teams disrupt” is found to hold in AI patents. In

addition, I found that highly original patents tend to have smaller teams, while re-

finement patents often have larger teams. Compared to AI publications, the novelty

in AI patents is better rewarded by citations. Regardless of publications or patents,

conventionality is increasing while novelty is declining.
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Chapter 4 starts with the development of an analytical framework— theCombinatorial

Exploitation and Exploration (CEE) framework. The CEE framework quantifies

organizations’ combinatorial exploitation and exploration with eight parameters in

three dimensions — knowledge access, inventive outcome, and knowledge discovery.

These eight CEE parameters assess the extent to which organizations have exhausted

their possible combinations rather than merely counting the number of patents. I ex-

plored the application of the CEE framework through a case study using AI patents

granted by the United States Patent and Trademark Office (USPTO). The case study

showcased how the CEE framework can be used and visualized to improve our under-

standing of organizational inventions and industrial development and inform decision-

making. Through this case study, this research found that AI organizations prefer

exploitative over exploratory invention. Nevertheless, exploitative efforts often peaks

within the first five years after an organization initiates AI patenting and then slightly

declines. Meanwhile, the exploratory search would gradually increase or remain stable

if the organization remains active in AI patenting.

The conclusion Chapter 5 first reiterates the findings of the three essays (Chapters

2, 3, and 4). Then, the implications of this research are discussed. To the research

communities concerning the history of science and technology, this research implies

that revolutionary technology can be and will likely be born from routine R&D prac-

tices. I then offer insights for individual researchers and inventors regarding how to

produce high-quality publications and patents. For funding agencies, universities,

and organizations, this research emphasizes the significance of public funding and

provides additional tools to assess inventive performance. Last, plans to extend and

perfect this research were proposed.
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1.4 Research Tools

This research uses Python v.3.9.44 (pandas v.1.5.2,5 NumPy v.1.24.1,6 Matplotlib

v.3.6.3,7 seaborn v.0.12.2,8 statsmodels v.0.13.29) and PyCharm Integrated Develop-

ment Environment (IDE) v.2022.3.110 to wrangle, analyze, and visualize data.

To analyze and visualize network structures, Gephi,11 the open graph viz platform

(v.0.10.012) is used (Bastian et al., 2009).

4See Python release note: https://www.python.org/downloads/release/python-394/

5See pandas release note about this release: https://pandas.pydata.org/docs/whatsnew/

v1.5.2.html

6See NumPy release note about this release: https://numpy.org/devdocs/release/1.24.1-

notes.html

7See Matplotlib release note: https://matplotlib.org/stable/users/prev whats new/

github stats 3.6.3.html

8See seaborn release note about this release: https://seaborn.pydata.org/whatsnew/

v0.12.2.html

9Release note: https://www.statsmodels.org/dev/release/version0.13.0.html

10See PyCharm release note: https://www.jetbrains.com/pycharm/whatsnew/

11https://gephi.org

12See realease note: https://gephi.wordpress.com/2023/01/09/gephi-0-10-released/
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Chapter 2

KNOWLEDGE RECOMBINATION IN ARTIFICIAL INTELLIGENCE

RESEARCH AND ITS SCIENTIFIC IMPACT

2.1 Introduction

Artificial Intelligence (AI) research, development, and utilization are both intrin-

sically innovative and serve as a tool and source of innovation for research and de-

velopment in a variety of domains.1 In recent years, expectations have risen that AI

will revolutionize innovation and profoundly impact nearly every aspect of society. As

such, there is an assumption that AI can be considered “revolutionary science” rather

than “normal science.” Nevertheless, is this assumption supported by empirical ev-

idence? Using a newly-compiled dataset of nearly 300,000 AI research publications,

this chapter investigates the degree to which AI research is novel. The work of this

chapter is accomplished through knowledge combination analysis. This chapter sur-

veys how knowledge recombination relates to the impact of AI publications. This

research found that while the number of publications from AI research is growing

exponentially and faster than science in general, when combining existing knowledge

to create new knowledge, AI is still advancing incrementally. This chapter’s analy-

sis indicates that research combining existing knowledge in highly conventional ways

without introducing radically new ideas is a substantial driving force in AI. Despite

1Part of the results in Chapter 2 will be adapted and submitted for publication. The manuscript

is written with the contribution of Dr. Andrew Maynard, Dr. José Lobo, Dr. Katina Michael, Dr.

Sébastien Motsch, and Dr. Deborah Strumsky. Figures in Chapter 2 were generated with the help

of Dr. Sébastien Motsch.
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assumptions to the contrary, AI has been advancing in ways resembling “normal sci-

ence,” i.e., growing cumulatively and incrementally rather than like “revolutionary

science,” which dramatically revises existing scientific practice.

Artificial Intelligence (AI) has developed quickly in recent years. AI shows tremen-

dous potential to affect the search for solutions in numerous domains ranging from

medicine (Bali et al., 2019) to transportation (Donnellan, 2018), from education

(Zawacki-Richter et al., 2019) to military (Szabadföldi, 2021), from manufacturing

(Maynard, 2015) to social media (Fernandez-Luque and Imran, 2018), from play-

ing Go (Silver et al., 2016) to astrophysics (Biswas et al., 2013), and within many

other areas. Many issues and concerns have been raised around specific features

and consequences of AI applications, including algorithmic bias (Akter et al., 2021),

technological unemployment (Brynjolfsson and Mitchell, 2017), autonomous weapons

(Welsh et al., 2018), surveillance (Introna and Wood, 2002), and the potential disrup-

tions to laws, norms, and social institutions (Vesnic-Alujevic et al., 2020). However,

AI is widely expected to become a general-purpose technology and a “new method

of invention” that will transform the processes of invention and innovation. This is

partly due to AI-based efficiencies in searching over highly complex solution spaces

and new approaches to solving “needle-in-a-haystack” types of problems prevalent in

science and technology (Agrawal et al., 2018; Brundage, 2019; Cockburn et al., 2019).

AI-enhanced search is crucial for knowledge creation which has been long understood

as a combinatorial process through which existing knowledge is re-combined to create

new knowledge (Gruber et al., 2013; Schumpeter, 1950; Arthur, 2009; Youn et al.,

2015; Strumsky and Lobo, 2015a). As accumulated knowledge has grown, the scale

of possible combinations of knowledge units has increased faster (a combinatorial ex-

plosion). The promise of AI to transform invention largely stems from the capacity

to search over vast combinatorial spaces and identify viable, thus possibly valuable,
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new knowledge combinations.

Thomas Kuhn famously distinguished “revolutionary science” from “normal sci-

ence,” with revolutionary science introducing radical novelty and paradigm shifts,

while normal science produces knowledge in an incremental fashion that builds mainly

upon well-accepted previous knowledge (Kuhn, 1962). AI’s capabilities are seen as

possibly facilitating the search for novel knowledge combinations constituting revo-

lutionary science. However, how is AI itself advancing? Is the field advancing in a

revolutionary manner or in a way reminiscent of previous episodes of change in other

areas of science and technology?
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Figure 2.1: The scientific impact of AI publications, conditional on novelty and
conventionality. The figure presents citations received by different AI publications
conditional on two dimensions: whether an AI publication exhibits (i) high or low
tail conventionality and (ii) high or low tail novelty, as defined in this paper. AI
publications that are highly conventional (blue bar and green bar combined) have
generated a majority of the citations. Specifically, AI publications that combine high
conventionality with low novelty (blue bar) have received more than half (51.3%)
citations of all AI publications. The sample includes AI-related scientific publications
recorded in the Web of Science (WOS) from 1946 to 2020.
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This chapter examined nearly 300,000 scientific publications related to AI through

the perspective of knowledge recombination. The number of AI publications has

grown exponentially and at a faster rate than science-based publications in general.

However, AI has not significantly deviated from the historical progression associated

with normal science. Specifically, AI publications that are highly conventional and

with little novelty represent the largest share of new AI knowledge. The percentage

of highly conventional knowledge combinations is even higher in the highest-impact

publications. Furthermore, AI publications that feature highly conventional knowl-

edge combinations create higher scientific impact (Figure 2.1). In addition, they have

a higher probability of becoming top-cited papers and a lower probability of becoming

never-cited papers. The results presented in this chapter imply that exploiting con-

ventional combinations of existing knowledge has become the dominant driver of new

knowledge creation in AI research. Despite expectations to the contrary, AI research

is accurately described as normal science rather than revolutionary science.

2.2 Research Questions

This exploratory study addresses the research question of how existing knowledge is

re-combined to drive innovation in and development of AI research. It is underpinned

by three sub-questions.

1. How is existing knowledge combined within the field of AI to create new knowl-

edge?

2. How is knowledge recombination associated with scientific impact? And

3. How do novel ideas and conventional ideas in AI emerge and evolve?
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2.3 Method

This chapter used an analytical framework, a variation of the method developed by

Uzzi et al. (2013), to identify and measure the novelty of knowledge recombinations in

the scientific literature. Specifically, the framework identifies pair-wise combinations

of journals cited by a scientific publication to represent the recombination of existing

knowledge. Two statistical features of the journal pairs associated with a publication

are identified as the measurements for conventionality (frequent pairings of knowledge

units) and novelty (atypical or novel pairings). Based on those two measurements,

the framework also supports a taxonomy to categorize the scientific literature into

one of four categories (see Figure 2.2).

Figure 2.2: Categorization of Types of Scientific Papers Based on their Combi-
nations of Conventional and Novel Pairings of Prior Published Work (Image from
Mukherjee et al. (2016))
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2.3.1 Data Collection

The goal of data collection in this study was to construct a dataset of AI publica-

tions that effectively represents AI-related research. Data collection was designed to

include publications in computer science and other disciplines that either contribute

to AI or utilize AI as a research tool.

Previous research on AI publications has often relied on data collected through

either downloading pre-constructed, domain-specific datasets such as AI-related fields

in the Microsoft Academic Graph (MAG) (Frank et al., 2019b), or searching AI-

related keywords in multi-disciplinary literature databases such as Web of Science

(WOS) and compiling the returned records (Niu et al., 2016; Cockburn et al., 2019).

The first way is to use pre-constructed, domain-specific datasets to approximate AI

research without searching. For instance, in their study, Frank et al. (2019b) used all

the papers in AI-related subfields in computer science (CS) in the Microsoft Academic

Graph (MAG) database. This dataset is appropriate for answering their research

questions. However, it may be overly inclusive of the CS papers that do not address AI

and, at the same time, exclude papers outside selected CS sub-fields related to AI, such

as those in computational linguistics or cognitive science. The second way to construct

an AI publication dataset is to search keywords in specific multi-disciplinary literature

databases and compile the returned records. Different research differs in databases

and search terms. For instance, Niu et al. (2016) searched in the titles, abstracts, and

keywords in three databases (SCI-Expanded, CPCI-S, and WOS) with one search

term – “*artificial intelligence*,” in which the wildcard asterisk symbol “*” allows

for the inclusion of any word that contains “artificial intelligence.” A total of 22,072

publications were retrieved in their study. This approach omitted the publications

that do not explicitly mention the term “artificial intelligence” in their titles and
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abstracts. Those omitted publications make up a non-negligible proportion of AI

publications. A search on WOS using the term “*artificial intelligence*” returns only

37,045 records, but searching “machine learning” returns over 107,000 results, almost

three times as many. Authors of another study searched WOS using 42 keywords that

encompass three main sub-disciplines identified by the researchers (symbols, learning,

and robotics) (Cockburn et al., 2019). Eventually, 98,124 publications were retrieved.

This chapter sets out to incorporate AI-related publications as accurately, compre-

hensively, and inclusively as possible across disciplinary boundaries. The dataset for

this study was compiled through keyword searching on WOS with snowball sampling

to achieve this. The data collection method is described as follows.

Searched database This study’s analysis draws upon a dataset that captures

a set of AI publications from the WOS Core Collection2. WOS is one of the largest

repositories for scientific publications, currently maintained by Clarivate Analytics

(previously the Intellectual Property and Science business of Thomson Reuters). The

WOS Core Collection contains 74.8 million records in 21,100 peer-reviewed scholarly

journals worldwide, conference proceedings, and books in 254 science, social sciences,

and arts & humanities disciplines (Web of Science, 2020).

Search field The dataset was collected through snowball sampling (Biernacki

and Waldorf, 1981) that utilized the “Topic” search in WOS in July 2020. Search

terms input into the Topic field in WOS were searched in the title, abstract, author

keywords, and Keywords Plus of a record in a case-insensitive fashion. It is worth

noting that Keywords Plus are words or phrases generated by an algorithm developed

by Clarivate Analytics to identify keywords that frequently appear in the titles of

an article’s reference but do not appear in the title of the article itself (Clarivate

2The WOS databases searched include Science Citation Index Expanded, Social Science Citation

Index, Arts and Humanities Citation Index, and Emerging Sources Citation Index (only 2015-2020).
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Analytics, 2018). Thus, a Topic search is sufficient to capture the main topics of a

publication.

Sampling Snowball sampling is a non-probability sampling technique commonly

used in sociology to recruit future subjects through existing subjects. It has also been

used in bibliometric research to acquire further literature through the references in

existing literature (Roetzel, 2018). This study uses the snowball sampling method

to incorporate new search terms through the records acquired using existing search

terms.

The dataset of this study was collected and compiled using the following steps

(illustrated in Figure 2.3):

1. Initial search. Using four initial search terms, “Artificial Intelligence,” “AI,”

“machine learning,” and “artificial neural network*,” 149,428 records were re-

trieved from the WOS using Topic search.

2. “Snowball” the search terms. The keywords of the 149,428 records re-

trieved from the initial search were counted and ranked. Then, the top 50

keywords’ synonyms were manually and semantically aggregated. For instance,

“CNNs” is aggregated into “convolutional neural networks.” The replaced syn-

onyms can be found in Appendix A. A new ranking of the keywords was

generated based on the aggregated keywords. The terms ranked in the top 20

keywords directly and unambiguously referring to AI were selected and compiled

into the search terms for the next iteration. The terms that contain ambiguous

meanings or potentially point to non-AI publications were discarded to avoid

false positivity, for instance, “prediction,” “data mining,” and “big data.” The

search terms for the next round are listed in Appendix B.

3. Second iteration. The top search terms generated in the previous step (see
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Appendix B) were fed into the second round of Topic search. It is worth noting

that while conducting the second search round, the terms used in the previous

round(s) were negated using the Boolean syntax “NOT” to avoid retrieving du-

plicate records. After the second round, in total, 324,666 records were retrieved.

4. Repeat the second and third steps until no new terms appear in the top

20 keywords after synonyms aggregation.

5. Confirm no top keywords are missing. In this study, only one round of

the snowball process, in addition to the initial search, was conducted before no

new terms emerged in the top 20 keywords. In other words, two iterations of

the search were conducted. It is confirmed that after the two iterations of the

search, each of the top 20 keywords (see Appendix C) had already either been

searched in the previous round(s) or discarded because of ambiguity. Therefore,

the results from the two iterations of the search can be considered sufficient to

capture an effective representative set of AI publications and thus could serve

as a dataset for research with interest in AI publications.

The metadata of the resulting 324,666 records for papers published between 1946

and 2020 was retrieved. Each record’s metadata is coded in 73 two-character field tags,

including title, authors’ names, keywords, abstract, publisher, year published, cited

references, citation count, and funding agency. The raw data was processed using

Metaknowledge, a Python package for bibliographic analysis (McLevey and McIlroy-

Young, 2017). It is worth noting that because this chapter considered knowledge

combinations as recorded in a publication’s referenced journals, 24,674 publications

that did not reference journal articles or did not have the necessary information,

such as publishing years, were removed in subsequent analysis. From the remaining

dataset, 3,614 publications referencing only one journal article were discarded because
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Figure 2.3: The process of constructing AI research publication dataset. The AI
publication dataset was constructed through a snowball sampling process that con-
sisted of several search rounds. This research started with an initial list of four
AI-related keywords and incrementally incorporated the top keywords into search
terms from the results of the previous search rounds. The ultimate, unprocessed raw
dataset contains 324,666 records of papers published between 1946 and 2020.

no journal combinations can be formed with merely one single article. The final

dataset contained 296,378 AI publications.

2.3.2 Measuring Typicalities of Knowledge Combinations

In this study, the typicality of a knowledge combination is defined as the observed

frequency of two knowledge units, or components, co-appearing together, standard-

ized against all the combinations during a select period.

For a scientific publication, this chapter considered cited papers as representing the

previous knowledge combined in the publication. Specifically, each referenced journal

is considered as a unit of knowledge, as a scientific journal is often domain-specific,

representing the established body of existing knowledge in that domain. The pairwise

combinations of the referenced journal articles, or co-cited journal pairs, are identified
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as the recombination of existing knowledge. As an example, if an article referenced

a paper from Advances in Cognitive Psychology and another paper from Journal of

Economic Geography, it can be reasonably inferred that this article at least combines

existing knowledge from the areas of cognitive psychology and economic geography

in the creation of its knowledge.

For a co-cited pair of journal i and journal j in a given year t, its cumulative

typicality, or z-score, can be computed as:

z(i,j),t =

∑t
n=1946 x(i,j),n − µt

σt
(2.1)

where x(i,j),n is the observed frequency of journal-pair (i, j) in year n; µt is the mean

value of cumulatively observed frequencies of all journal pairs up to year t, in other

words, from 1946 to the year t; and σt is the standard deviation of the cumulatively

observed frequencies up to the year t.

For instance, let us say a paper is published in 2013. It cites five journal papers

published in three journals (A, A, A, B, C). Therefore, a list of four z-scores for

journal pairs AA, AB, BC, and AC can be generated. In this example, the pairs

of AA, AB, and AC occur three times; and the BC pair occurs once. Suppose only

this paper is considered in the dataset and only one year (2013) is considered. In

that case, the dataset’s cumulative co-citation frequencies can be represented as an

array: {AA : 3, AB : 3, AC : 3, BC : 1}. In this array, the mean value is 2.5;

and the standard deviation is computed as 0.866. So, the z-score of each journal

pair is computed using Equation 2.1 into an array: {z(A,A),2013 = 0.577, z(A,B),2013 =

0.577, z(A,C),2013 = 0.577, z(B,C),2013 = −1.732}.

In this way, the value of z(i,j),t indicates how frequently i and j are co-cited from

1946 to the year t compared to all the other journal pairs that were co-cited from 1946

to the year t. The higher z(i,j),t is, the more frequently they are co-cited cumulatively.
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Thus, a high z-score indicates a frequent or typical combination. On the other hand,

if z(i,j),t is negative, it indicates that i and j are co-cited less frequently than average,

and it can be considered an atypical pairing. In the example described above, AA,

AB, and AC can be seen as typical pairs because their z-scores are larger than 0, while

BC can be seen as an atypical pair because its z-score is less than 0. Similarly, in

the computed data, IEEE Transactions on Power Systems and International Journal

of Electrical Power & Energy Systems have been referenced together 103,156 times

from 1946 to 2019, and this pair has a cumulative z-score as high as 202 in 2019.

In contrast, the British Journal of Management has been only co-cited once with

Fisheries from 1946 to 2019. Their negative z-score (-0.045) indicates a rare and

atypical pairing.

2.3.3 Knowledge Recombination Taxonomy

After a z-score is computed for every journal pair for every year, each AI pub-

lication is associated with a set of z-scores, describing the standardized cumulative

frequency of a journal pair co-cited by this publication. Two statistical attributes

are extracted for the z-scores of each publication to characterize its conventional and

novel combinations, respectively, described as follows.

1. Tail Conventionality (TCp) is the 80th percentile of the set of z-scores

associated with a given paper p, featuring the typicality of the paper’s right tail,

where z-scores are relatively high, and pairs appear more conventional. The TCp

characterizes the paper p’s tendency to combine conventional pairs. A paper

can be considered to have high or low conventionality if its Tail Conventionality

is in the upper or lower half of the Tail Conventionalities of all the papers

published up to the given year. The higher the TCp is, the higher degree of

conventionality the paper has.
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2. Tail Novelty (TNp) is the 20th percentile of z-scores of a given paper p,

characterizing the paper’s more unusual journal combinations where novelty

might dwell (Mukherjee et al., 2016). A paper can be seen as of high or low

novelty if its Tail Novelty is below or above zero, respectively. The lower the

TNp is, the more novel the paper is.

A paper falls into one of four categories in a taxonomy developed by Uzzi et al.

(2013) and described in detail by Mukherjee et al. (2016):

1. Darwin’s Tower is a category where papers have both high conventionality

and novelty. In other words, a paper in this category has a high TC and a

negative TN . Papers in this category cite highly typical journal pairs and

highly atypical journal pairs. The category is named after Charles Darwin,

who used the same approach to present his idea in On The Origin of Species

(Mukherjee et al., 2016).

2. Avant Garde is a category where papers have low conventionality but a high

novelty. In other words, a paper in this category has a low TC and a negative

TN . The category is named after the term for works of art that are unorthodox

and radical.

3. Accepted Wisdom is a category where papers have high conventionality but a

low novelty. In other words, papers in this category have high TC and positive

TN . Papers in this category tend to cite journals that are always cited together,

most likely from the same fields. At the same time, they tend not to cite journals

from different disciplines.

4. Platypus is a category where papers have low conventionality and low novelty.

In other words, the tail conventionality (TC) is in the lower half, while the 20th
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percentile z-score (TN) is larger than zero. The category was named after the

“neither-nor-like” quality of the platypus (Mukherjee et al., 2016).

It is worth noting that Uzzi et al. (2013) had selected the 10th percentile z-score

and the median z-score to characterize a scientific publication’s novelty and conven-

tionality, which were defined as Tail Novelty and Median Conventionality, rather

than the 20th and 80th percentiles as defined in this study. However, in their sup-

plementary material, Uzzi et al. (2013) also described and provided justifications for

alternative definitions for Tail Novelty including the 1st, 5th, and 20th percentiles,

the last of which was selected in this study to describe Tail Novelty. In the data used

here, the distribution of 20th percentile z-scores of all AI publications is less skewed

than that of the other three (1st, 5th, or 10th percentile) while maintaining a sufficient

describing power for the left tail of individual publications’ z-score distributions. On

the other end of the distribution, the 80th percentile z-scores (Tail Conventionality)

is selected rather than the median z-scores (Median Conventionality as defined by

Uzzi et al. (2013)) to characterize conventionality, because the median z-score of a

publication often does not sufficiently differ from the 20th percentile. Thus, the 20th

and median z-scores cannot capture a publication’s distinct features of novelty and

conventionality. Examining the distributions of z-scores of individual publications

sampled from multiple groups stratified by the number of references reveals that the

80th percentile is among the values that can characterize the tendency of the right tail

effectively. Therefore, this chapter selects the 80th percentile z-score of a publication

to capture the right tail instead of choosing the median to capture the middle mass

of the z-score distribution. As a result, this conventionality measurement is defined

as Tail Conventionality instead of Median Conventionality.

A Case Example

To demonstrate how this method applies to a single record, let us take the paper
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Deep Learning by LeCun et al. (2015) as an example. This paper was published in

Nature in 2015 and reviewed the current development of deep learning. Being cited

14,357 times3 when the record was retrieved in July 2020, it was ranked as the fifth-

highest cited paper in the dataset. This paper references 103 other publications, with

69 journal articles and 45 distinct journals observed.

First, the z-scores of all the journal pairs co-cited up to 2015 were computed. Up

to 2015, a total of 16,825 journals were cited by AI publications, making up 3,571,994

distinct journal pairs with an average co-citation count of 19.6.

Then, the journal pairs co-cited by the paper Deep Learning were selected. Table

2.1 presents a sample of the paper’s journal pairs and their z-scores. The higher the

z-score is, the more frequently the two journals were co-cited by AI publications up to

2015. As shown in Table 2.1, Science and Nature are co-cited very frequently – 55,913

times. Domain-specific journal pairs with high z-scores are often in the same areas,

such as Machine Learning and Neural Computing, co-cited 12,296 times. The journal

pairs with low z-scores are more likely made up of journals from different domains, for

instance, IEEE Journal of Solid-State Circuits and Journal of Chemical Information

and Modeling, which belong to the areas of physics and chemistry respectively. These

two journals were co-cited only once by AI publications up to 2015.

The distribution of the z-scores associated with this paper is shown in Fig. 2.4.

The 20th percentile of z-scores or TN (Tail Novelty) is computed as 0.19, larger

than 0, while the 80th percentile z-scores or TC (Tail Conventionality) is computed

as 16.86. This is higher than the median value of all TCs up to 2015, which was

3The citation count (14,357) is from the “Z9” tag of the WOS database, which represents “Total

Times Cited Count” that includes WOS Core Collection, Arabic Citation Index, BIOSIS Citation

Index, Chinese Science Citation Database, Data Citation Index, Russian Science Citation Index,

SciELO Citation Index. If only WOS Core Collection is considered, this paper is cited 13,619 times.
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Table 2.1: Selected samples of the journal pair frequencies up to 2015 and z-scores
for an illustrative paper, Deep Learning by LeCun et al. (2015).

Journal pairs
Co-citation

Frequency up to 2015
z-score

IEEE T PATTERN ANALa, PROC CVPR IEEEb 23,105 64.8

More typical

combinations

NATURE, SCIENCE 55,913 156.84

MACH LEARNc, NEURAL COMPUTd 12,296 34.45

ARTIF INTELLe, COMMUN ACMf 6,133 17.15

Z-score = 0 means observed co-citation frequency up to 2015 is as likely as average.

BIOINFORMATICS, J FIELD ROBOTg 5 -0.04
More atypical

combinations
IEEE T AUDIO SPEECHh, J CHEM INF MODEi 8 -0.03

IEEE J SOLID-ST CIRCj, J CHEM INF MODEL 1 -0.05

a IEEE Transactions on Pattern Analysis and Machine Learning.

b Proceedings of IEEE Conference on Computer Vision and Pattern Recognition (CVPR).

c Machine Learning.

d Neural Computing.

e Artificial Intelligence.

f Communications of the ACM.

g Journal of Field Robotics.

h IEEE Transactions on Audio Speech and Language Processing.

i Journal of Chemical Information and Modeling.

j IEEE Journal of Solid-state Circuits.

computed as 3.14. Therefore, this paper has a low novelty and high conventionality

and is categorized as an Accepted Wisdom.

2.3.4 Assessing Scientific Impact

With AI papers categorized using the taxonomy described above, this chapter

then investigated how a paper’s categorization relates to its scientific impact.

In scientometrics research, citation count has arguably been considered one of the

most reliable indicators for scientific quality and impact, especially at the highly-cited

end of the distribution (Phelan, 1999). However, both citation counts and citation
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Figure 2.4: Cumulative distributions of z-scores associated with the paper Deep
learning by LeCun et al. (2015). The z-score of each journal pair is computed using
Equation 2.1. The 20th percentile of z-scores that features the left tail tendency (un-
usual or atypical pairing) is calculated as 0.19, larger than 0, indicating a low novelty.
In contrast, the 80th percentile that characterizes the right tail tendency (more usual
or typical pairing) is computed as 16.86, greater than the median value of the 80th
percentiles of all AI publications published between 1946 to 2015, which is computed
as 3.14. Therefore, this paper has a low tail novelty and high conventionality. It is
categorized as an Accepted Wisdom.

rates (those received in a given year) do not stay constant over time. Typically, a

paper’s citation rate grows slowly during the first 5 to 20 months after publication

and accelerates until a saturation plateau is reached. After that, citation rates tend

to decrease (Ponomarev et al., 2012). This pattern makes it problematic to directly

compare the citation counts of two papers published in different years. Instead,

researchers often select the mean annual citation rate to compensate for this time

effect of citation counts (Das et al., 2019; Unger et al., 2018). The mean annual

citation rate (from now on referred to as “annual citation” or AC for short) of a

given publication p is computed as the ratio of total citation counts up to year t
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divided by the number of years since its publication, as in Equation 2.2.

ACp,t =

∑t
n=0CRp,n

t
(2.2)

where t is the number of years since publication; CRp,n is the citation rate of paper

p in year n.

This study uses the annual citation to measure an AI paper’s average scientific

impact. A paper ranked among the top papers in annual citations is considered to

have a high scientific impact, hence referred to as a “hit papers,” or simply a “hit”

(Mukherjee et al., 2016).

2.4 Results

2.4.1 Data Description

The dataset used in this research contains metadata from 296,378 AI publications

spanning from 1946 to 2020. It is worth noting that some early years are absent from

the dataset, indicating no relevant publications in those years. These gaps include

1947 to 1951, 1952 to 1958, and 1965. The publications in the dataset reference

19,474 scientific journals, making up 7,779,502 distinct journal pairs. They collectively

represent 5,912,959 citation counts.

The dataset contains two types of publications:

1. Publications that contribute to AI directly, for instance, a paper introducing a

new architecture of Artificial Neural Networks (ANNs) for more efficient learn-

ing.

2. Publications that engage AI as a research tool, including:

(a) Studies that use AI as a tool to produce research output, for instance, an
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astrophysical study on gravitational wave detection that uses the random

forest to filter out noise signals (Biswas et al., 2013),

(b) Studies that develop AI methods or tools for research, for instance, a study

that develops an approach using support vector machines for identifying

cancer biomarkers (Chen et al., 2011).

The distributions of the number of previous works referenced in AI publications

are shown in Fig. 2.5. The blue histogram represents the distribution of the number

of references of each AI publication regardless of their publishing type. It includes but

is not limited to journal articles, books, thesis, preprints repositories, blogs, and web

pages. The orange histogram represents the number of journal articles referenced by

each AI publication; the green histogram represents the number of distinct journals

referenced by each AI publication. Distinct journals refer to the non-repetitive list

of journals referenced by a publication, which should be smaller than or equal to the

number of journal articles referenced because some articles may be from the same

journal(s).

It is revealing to distinguish the number of journal articles and the number of

distinct journals referenced by a publication because, while the former demonstrates

the number of previous works, the latter illustrates previous works that are sufficiently

distant. It is worth noting that, as mentioned in Section 2.3.1, the publications that

reference only one journal article are removed. Therefore, in Fig. 2.5, the blue and

orange histograms both start from 2.

I found, on average, that an AI publication has 41 references, among which about

28 are journal articles from roughly 16 distinct journals. The 40% difference between

the number of journal articles and distinct journals implies that AI publications often

cite articles from the same journals. For example, one AI publication with the longest
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Figure 2.5: Histogram plot showing the distribution of AI publications’ reference
count (blue bars), referenced journal-article count (orange bars), and distinct journal
count (green bars). Long-tails are cutoff at 84, corresponding to the 95th percentile
of reference counts.

reference list is a review regarding analytical chemistry by Crouch et al. (1998). This

publication referenced 1,427 previous works, among which 1,304 are journal articles.

Nevertheless, these articles are published in only 305 distinct journals, and more than

three-quarters of the articles are from the same journals as the rest.

2.4.2 Exponential Growth of AI Publications

I found, formally, that the number of new AI papers published each year is growing

exponentially, as shown in Fig. 2.6. This result was reported in a previous paper

(Wang et al., 2022a). Before 1984, AI’s annual publication count never exceeded 100.

It took another ten years for the number to grow beyond 1000. In 2019, over 50,000

publications were recorded. Linear regression between years and natural logarithms

of annual publication counts resulted in a coefficient of 0.1736 with an R-squared of
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0.97 and a p-value of 1.52× 10−48.

Figure 2.6: Time Series of the number of AI publications and the number of scientific
publications in general (log scale). AI publication is growing faster than scientific
publication in general.

It is noticeable that there is a broader trend in exponential growth amongst sci-

entific publications, as shown in Fig. 2.6. However, the slope of the fitted line for

the natural logarithm of the annual count of all scientific publications against time

is 0.0484 (R2 = 0.949, P = 4.50 × 10−49), less than 30% of the magnitude for the

coefficient of AI publications. Consequently, the ratio of AI publications compared

to scientific publications is increasing, as shown in Fig. 2.7. By 2019, AI publica-

tions made up 1.73% of all scientific publications according to the data used here for

analysis.

Fig. 2.6 shows that there were a few years where the number of AI publications

fluctuated and declined slightly, particularly in the early 1970s and late 1980s, cor-
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Figure 2.7: Time Series of the ratio of AI publications in scientific publications in
general. AI publications account for an increasingly larger share of scientific publi-
cations. By 2019, the ratio reaches 1.73%. In other words, in every 100 scientific
publications, about two are related to AI.

responding to the historical periods referred to as “AI winters,” when funding and

interests in AI research were drastically reduced (Howe, 2007; Hendler, 2008). As a

result, AI publication output in these periods is diminished. Nevertheless, AI has

seen steady and robust growth over the past two decades. Indeed, the world appears

to be in the midst of an “AI spring” (Maclure, 2020).

2.4.3 The Skewness of AI Research

As mentioned in Section 2.4.1, AI publications in the analyzed dataset have gen-

erated almost 6 million citation counts in total. On average, each publication is cited

almost 20 times. However, the distribution of citations received by AI publications is

extremely skewed. This phenomenon has been observed and reported frequently in

scientific publications in general (Seglen, 1992; Albarrán et al., 2011). I found that

in AI publications, 19.02% have not been cited at all. 9.94% have been cited once,
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and 50.41% have no more than five citations. Moreover, AI publications can serve

as another empirical demonstration of the Pareto principle of the 20/80 rule, which

states that roughly 80% of consequences come from 20% of causes (Pareto et al.,

1964). The AI publications ranked among the top 20% in citation counts and gener-

ated 4,632,360 citations, making up 78.3% (almost 80%) of all citations received by

AI publications. The top 10%, 5%, and 1% produced 62.34%, 48.74%, and 26.49% of

all citations respectively. This skewness is shown in Fig. 2.8a.

In addition to citation counts, the distribution of annual citations, as Fig 2.8b

shows, remains considerably skewed. Slightly over half (53.08%) of all AI publications

have no more than 1 citation each year. The top 20% AI publications in annual

citations (AC ≥ 3.17) collectively generated 71.40% of the sum of annual citations

of all AI publications, again, very close to the Pareto principle of 20/80 rules. The

skewed distribution of AI publications’ citations illustrates that, like other areas of

science and technology, many AI papers have no citations, at all and very few have

produced substantial impacts.

2.4.4 Conventional Knowledge Driving AI Growth

I implemented the knowledge recombination taxonomy described in Section 2.3.3

by computing z-scores for all referenced journal pairs and categorizing each AI pub-

lication into one of the four categories based on two statistical features of its z-scores

(TN and TC ). The joint distributions of TN and TC are shown in Fig. 2.9. It is

worth noting that there are areas of overlap between categories in Fig. 2.9b, espe-

cially along the y-axis. This is because median TC, the value used to classify high

and low conventionality, varies from year to year.

I found the category of Accepted Wisdom, which combines high conventionality

with low novelty, accounts for the largest share (46.4%) in AI research. Another
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Figure 2.8: (a) Distribution of AI publications’ citation counts and (b) average
annual citation counts by 2020. Long tails are cut off at 90% and 99%, respectively.
The two panels both show a significant level of skewness.

(a)

Category

Accepted wisdom

Darwin's Tower

Platypus

Avant Garde
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Figure 2.9: Joint distribution of Tail Novelties (TN s) and Tail Conventionalities
(TC s) of AI publications. Panel (a) shows the distribution of TN and TC of all AI
publications. Panel (b) shows the distribution of the two in each of the four categories.
Long tails are cut off. It is worth reiterating here that the higher the value of TN of
a publication is, the less novel its left tail is.
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category with high conventionality is Darwin’s Tower, which makes up 11.5%. These

two highly conventional categories collectively constitute more than half (57.9%) of

AI publications. The time series for the percentage of publications each category

accounts for, Fig. 2.10, reveals a significant trait: Accepted Wisdom in AI research

has been advancing steadily over the last three decades. By 2020, new publications

categorized as Accepted Wisdom reached 52.4%. Avant Garde, the second largest

category, has been stable with a slight decrease in recent years. Darwin’s Tower, the

category that mixes high novelty with high conventionality, has been diminishing,

from above 20% in the 1990s to only 6% in 2020. This can lead to the conclusion

that new knowledge that relies heavily on conventional combinations has become AI’s

most significant driving force.

Figure 2.10: Time Series of AI publications’ composition regarding knowledge re-
combination (1980-2020). Avant-Garde and Darwin’s Tower have been declining
while Accepted Wisdom is increasing in its share and has become the largest cate-
gory.
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2.4.5 Conventional Knowledge Exerting Greater Impact

As discussed in Section 2.4.3, the impact of AI publications, measured using cita-

tions, exhibits a very skewed distribution, regardless of whether total citation count

or annual citation count is considered. The question is whether an AI publication’s

taxonomic category is related to its scientific impact. The answer highlights the role

of Accepted Wisdom in predicting impact.

Among those publications that are highly ranked for annual citations, Accepted

Wisdom occupies an even greater percentage (for instance, as high as 65.57% in the

top 1%). Furthermore, the higher the group’s rank, the larger its share becomes. As

addressed in Section 2.4.4, Accepted Wisdom makes up 46.39% of all AI publications.

In the AI publications ranked in the top 10% in annual citations, this category ac-

counts for 59.73% of publications. In the top 5% and top 1%, this percentage rises to

61.96% and 65.57%, respectively. In addition, in the top 10 papers, seven (70%) are

categorized as Accepted Wisdom. In contrast, Avant Garde papers that feature a high

novelty and low conventionality decreased relative to other categories, with 34.68%

in all papers yet declining to only 18.72% in the top 1% AI publications. Moreover,

there is no Avant Garde paper in the top 10 papers. On the other hand, the share

of Darwin’s Tower category tends to remain stable across percentiles, its percentage

not fluctuating much no matter if considering the top 1%, 5%, 10%, or all papers.

The percentage of each category in different groups is shown in Table 2.2.

Table 2.2: Percentages of Each Category in Top AI publications

Category % in all % in top 10% % in top 5% % in top 1% % in top 10 papers

Accepted Wisdom 46.39% 59.73% 61.96% 65.57% 70%

Darwin’s Tower 11.54% 10.99% 11.19% 10.85% 20%

Platypus 7.40% 5.88% 5.71% 4.86% 10%

Avant Garde 34.68% 23.39% 21.13% 18.72% 0%
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Figure 2.11: Percentages of each category in AI publications grouped by annual-
citation-percentile (measured between 0 and 1). The leftmost group represents the
group of AI publications with the highest average annual citations, ranked in the
top 0.1%, while the rightmost group represents the publications ranked among the
bottom 20% (the 80th-100th percentile) or the least cited annually.

Figure 2.11 provides additional evidence for Accepted Wisdom’s dominance in the

top tiers of AI papers. In Fig. 2.11, AI publications are arranged into 12 groups

based on the ranking percentile in annual citations. Then, the percentages of the four

taxonomic categories are plotted for each group. For example, the leftmost group

consists of AI publications of which the annual citations are ranked in the top 0.1%

(0 to 0.001), and the second group comprises publications that are ranked from top 1%

to top 0.1% (0.001 to 0.01), and so on. Fig. 2.11 clearly shows that Accepted Wisdom

(blue) is increasing towards the left, while the Avant Garde category is decreasing

and Darwin’s Tower and Platypus are relatively stable.

Moreover, as shown in Table 2.3 and Figure 2.1, Accepted Wisdom accounted for

more than half (51.31%) of all citations, larger than its share in publication count

(46.39%). It is also highly ranked regarding mean and median annual citations.
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However, the Darwin’s Tower category has the highest mean citation count (28.41)

and median citation count (8). This suggests that, although Darwin’s Tower makes

up a much smaller proportion than Accepted Wisdom in AI publications (as shown

in Table 2.2), it is less skewed regarding citations. In other words, Darwin’s Tower

has a smaller proportion of publications ranked at the bottom. Fig. 2.12a confirms

this by showing that among the four categories’ cumulative distributions of citation

counts, the orange curve that represents Darwin’s Tower has the lowest curvature,

indicating a smaller degree of skewness in citations.

Table 2.3: Selected Citation Features of the Four Categories

Category
Total

count

Total

citation

Citation

percentage

mean

citation

median

citation

mean annual

citation

median annual

citation

Accepted Wisdom 137,481 3,034,185 51.31% 22.07 6 3.04 1.17

Darwin’s Tower 34,203 971,780 16.43% 28.41 8 2.54 1.00

Platypus 21,922 270,211 4.57% 12.33 3 1.97 0.78

Avant Garde 102,772 1,636,783 27.68% 15.93 5 1.86 0.83

(a) (b)

Figure 2.12: Cumulative distribution of (a) citation counts and (b) annual citations
of the four categories.

To further verify the relationship between the taxonomic categorization of an AI

publication and its scientific impact, it is necessary to conduct a regression analysis.

Because citation count is essentially discrete count data with a skewed distribution, a
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Poisson regression is generally applicable. However, the variances of citation counts in

each category are substantially larger than the mean values (see Appendix D). Due to

this over-dispersion, the assumption of Poisson regression is not satisfied. A negative

binomial regression is considered a more suitable model to compensate for such an

over-dispersion. With the control of years (t), the following regression equation can

be assumed:

lnY = β0 + β1C + β2t+ ϵ (2.3)

where Y denotes the number of citation counts an AI publication receives as recorded

in the dataset by 2020. C denotes the category of the AI publication (a categorical

variable), and t denotes the year of publication. The summary of negative binomial

regression results of Equation 2.3 can be found in Appendix E. The coefficient β1 for

the four possible values of variable C are computed as 1, -0.29, -0.46, -0.52 for Accepted

Wisdom, Darwin’s Tower, Platypus, and Avant Garde respectively, with Accepted

Wisdom as the controlled value and the other three as treatments. All p-values are

smaller than 0.001. The coefficients indicate that, among the four categories, an

Accepted Wisdom tends to have the highest citation counts, followed by Darwin’s

Tower, Platypus, and Avant Garde.

In summary, Accepted Wisdom papers collectively exert a more significant impact.

Moreover, such papers take the highest share in the top percentiles of AI publications

regarding annual citations. Regression analysis confirms that an AI publication in

Accepted Wisdom tends to have the highest citation counts. These results imply

that research activity that exploits conventional combinations of existing knowledge

without introducing radically novel ideas (Accepted Wisdom) not only dominates AI

research in general but also creates a higher scientific impact.
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2.4.6 Accepted Wisdom Has the Highest Hit-rate

I have reported in Section 2.4.5 that Accepted Wisdom occupies the largest share in

highly-impactful AI publications, followed by the Avant Garde, Darwin’s Tower, and

Platypus categories. Is the categorization of an AI publication strongly associated

with its chance of becoming highly impactful? Does being a paper categorized as

Accepted Wisdom increase the chance of it becoming highly cited? To answer this

question, it is helpful to examine the cumulative distribution of the percentiles of each

category in terms of annual-citation-ranking, as shown in Fig. 2.13, in which panel

(b) is a proportion of the panel (a) cut off at 0.1 on the x-axis.

I first ranked all AI publications based on their annual citations. The higher a pa-

per’s annual citation is, the smaller its ranking number will be. With this approach,

the paper with the highest annual citation is ranked as “1.” Publications with the

same annual citations are ranked the lowest in the group. Then, the rankings are

normalized to range between 0 and 1 so that the normalized ranking of a publication

illustrates what proportion of the dataset has higher annual citations than this one.

For instance, a paper with a normalized rank of 0.4 indicates that 40% of AI publica-

tions have higher annual citations than it has. In turn, this paper can be considered

as being located at 40% from the top in terms of annual citations. The cumulative

distributions of this normalized ranking of each category can illustrate the “hit prob-

abilities” of each category (Fig. 2.13a). Points in the area above y = x represent

the hit probabilities higher than the background probability (y = x) and vice versa.

Here, background probability refers to the cumulative distribution of papers’ rank-

ings if only one category exists. Based on the methodology description above, it is

not difficult to derive that a paper’s background hit probability equals its normalized

ranking. Therefore, the background probability distribution can be described as the
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line y = x.

When examining Fig. 2.13b where only the top 10% impactful AI publications

are considered, this research finds that being in the Accepted Wisdom category is

related to a higher probability of a paper becoming a hit-paper (referred to as “hit

probability”), because the blue line that represents Accepted Wisdom has a higher

slope than the other three. While the orange line that represents Darwin’s Tower is

very close to the background (y = x), the other two (green and red) are both clearly

below y = x. This observation is again supported by Table 2.4 that presents the hit

probability of each category in a sample of four top tiers (top 10%, top 5%, top 1%,

and top 0.1%). For all the four top tiers, hit probabilities in the Accepted Wisdom

category are all higher than background probabilities (10%, 5%, 1%, 0.1%). The hit

probabilities of the other three categories are all lower than background probabilities

with only one exception, in which the top 0.1% hit probability of Darwin’s Tower is

0.11%, slightly higher than the background probability (0.1%).

Table 2.4: Hit Probabilities of the Four Categories
Category Top 10% probability Top 5% probability Top 1% probability Top 0.1% probability

Accepted Wisdom 13.03% 6.68% 1.42% 0.14%

Darwin’s Tower 9.64% 4.85% 0.95% 0.11%

platypus 8.04% 3.86% 0.66% 0.04%

Avant Garde 6.82% 3.05% 0.54% 0.05%

I further examined the time series of hit probabilities of each category. The top

10% hit probability time series is shown in Fig. 2.14, where the dashed line represents

the background probability (10%). It is clear from Fig. 2.14 that the Accepted Wisdom

category (blue) has become the category with the highest hit probability since the

2000s. It is worth noting that the decline of all four lines at the end of the series is

due to the timing of the data collection (2020), which did not allow enough time for

annual citations of the latest publications to accumulate to a degree comparable to
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Figure 2.13: Cumulative distribution of AI publications’ percentiles of annual cita-
tion rankings in each category. Annual citation ranking is ranked so that the higher
the annual citation of a publication is, the smaller the ranked number is, and the
more likely it will be positioned towards the left. The publications with the same
annual citations are ranked with the lowest in the group. Panel (a) shows the full
distribution from the 0th percentile to the 100th percentile, while panel (b) shows a
selected portion of the panel (a) where the percentile is from the 0th to the 10th or
is in the top 10%. Panel (b) can be considered an illustration of the hit probability
of the four categories.

those of earlier publications.

Figure 2.14: Time series of the probabilities of each category of becoming the
top 10% regarding annual citations (1990-2020), i.e., top 10% hit probability. The
horizontal dashed black line represents the background probability (10%).
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2.5 Discussion

The results presented here provide clear evidence that AI research, so far, has

mainly advanced in an incremental fashion and has not drastically deviated from the

developmental experience of other scientific domains.

The finding that Accepted Wisdom (publications characterized by high conven-

tionality but low novelty) is the most prevalent and most impactful category in AI

research, does not align with the results from previous work by Uzzi et al. (2013)

and Mukherjee et al. (2016) reporting that Darwin’s Tower has created the most im-

pact in science in general. There may be several reasons for this discrepancy. First,

unlike Uzzi et al. (2013) or Mukherjee et al. (2016), who utilized the entire WOS

database, publications in a small domain (AI) is considered. Therefore, the z-scores

were computed within a different scope. A typical combination in AI may be consid-

ered novel in another domain and vice versa. Secondly, this research compared the

observed frequency of a pair of journals with the expected frequency by averaging all

frequencies cumulatively. In contrast, Mukherjee et al. (2016) compared the observed

frequency of a pair with the average frequency of the same pair in ten synthesized

networks. This difference may result in a different range of values and distributions

for z-scores. However, because the two ways of computing z-scores both attempt to

capture how typical a pair is, their qualitative interpretation should remain the same.

That is to say, in both cases, a high z-score indicates a typical pairing, while a low

z-score indicates an atypical pairing. Thirdly, instead of using the 10th percentile

and the median z-scores to measure novelty and conventionality, respectively, this

research chooses the 20th and 80th percentiles. This chapter has offered justifications

in Section 2.3.3 regarding this adaptations to address the extreme skewness of z-score

distributions. This skewness is especially substantial towards the left or “atypical”
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end of the spectrum and partly resultes from how z-scores were computed in this

study. As a result, the 20th and the 80th percentiles can be considered sufficiently

different and enough to characterize the tendency of the two ends of a z-score distribu-

tion. Accordingly, the result of this study should be considered a complementary case

study instead of a contradiction of the research by Uzzi et al. (2013) and Mukherjee

et al. (2016). It should be interpreted only in the scope of AI.

AI research output has been growing faster than science output in general, as

shown in Fig. 2.6. However, this study does not suggest that this observation can

serve as evidence for the argument that AI is revolutionizing invention (the creation

of novelty). Instead, this fast-growing trend in AI publication is likely the result of

increased funding and interest that usually requires or encourages deliverable in the

form of scientific publications, which in turn facilitates new journals, conferences,

and submissions to established journals. Such interests may be further driven by

heightened expectations of AI’s economic potential or strategic significance rather

than being a response to already successful implementations.

I note that the present study is based only on AI publications that went through

standard academic publishing practice particularly the peer-review process. That is to

say, reports, non-reviewed publications, and non-technical discussions (such as arXiv,

patents, Github records, and social media discussions) are not included in the analysis.

AI researchers are increasingly choosing to publish their papers on non-traditional

platforms like arXiv. Organizations, individual practitioners, and hobbyists tend to

publish AI codes on Github without writing papers. Those efforts are growing in

scale and should not be overlooked in future assessments of AI invention.

Because of the limitation of the selection of data, this research does not dismiss the

possibility that, in the conclusion that AI science aligns with “normal science,” what

is really “normal” here is not AI per se, but science. In other words, regardless of how
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revolutionary particular research may be, to survive peer review and editorial scrutiny,

authors are expected not to deviate from many explicit and implicit norms, including

but not limited to the necessity to credit previous relevant work, how many previous

works should be cited, what kind of previous works are considered credible, and so

on. The norms of peer review may have amplified the extent to which conventionality

in AI is observed as recorded in scientific publications. It would be interesting to

implement the same analytical framework on AI invention to other types of records,

such as patents and Github repositories, and compare the results.

This study is also limited by the language of choice. WOS only includes pub-

lications in English and publications in other languages that have their metadata

translated into English. Therefore, WOS contains primarily English publications. So

is this dataset, which is made up of 98.4% papers in English, 0.5% in Chinese, 0.3% in

Spanish, and 0.8% in others. Nevertheless, China has become a significant player in

AI research. Although many Chinese-speaking authors chose to publish their works

in English journals (the dataset used in this research shows that authors based in

China have published more AI papers than in other countries, and among the top 10

research institutions that have the most AI publications, five are located in China),

publications in the Chinese language are likely to be significant in number. Therefore,

it will be essential to include AI research in languages other than English in order to

achieve a more global and culturally diverse perspective regarding AI research.

2.6 Conclusion

AI’s ability to automate intelligent behaviors, find patterns in copious amounts of

data, and extract higher-level features from data without direct human supervision

has led to high hopes for its potential to revolutionize invention and the search for so-

lutions in many domains and profoundly transform many aspects of society. However,
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the question remains whether scientific research related to AI has been advancing in a

fundamentally revolutionary fashion. This study presents empirical evidence that, in

the main, AI is not progressing in radically different ways from the history of scientific

inquiry in general and that it is appropriately classified as “normal science.”

The evidence offered in this chapter is obtained by implementing a framework that

identifies and assesses knowledge recombinations in scientific publications within a

dataset containing metadata of almost 300,000 AI research publications. I identified

references in each AI publication as “previous knowledge,” within which the pairwise

combinations are described as recombinations of existing knowledge. I computed a

standardized frequency for each year’s almost 8 million journal pairs. I extracted

two statistical features for each publication to measure its novelty and convention-

ality. Based on the two features, AI publications are classified into four categories

– Accepted Wisdom, Avant Garde, Darwin’s Tower, and Platypus. I examined cate-

gories’ composition and temporal evolution and how the categorization relates to a

publication’s scientific impact.

Like other normal sciences, AI research is highly skewed regarding citations. Ci-

tation counts in AI publications resemble a power law distribution. About 20% of AI

publications have never been cited. More than half have no more than five citation

counts. Furthermore, AI research publications can be considered a manifestation of

the Pareto principle frequently demonstrated in science, where the top 20% of AI

publications produced approximately 80% of all citation counts.

The result of this chapter shows that among the four taxonomic categories, the

category of Accepted Wisdom that combines existing knowledge in a highly conven-

tional way without introducing much novelty has become the dominant driving force

in AI research. The prevalence of Accepted Wisdom is even more significant in the

highest-impact publications (so-called “hit” papers) as its share in the top tiers is even
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higher than its share in all AI publications. In addition, Accepted Wisdom exerts the

most extraordinary scientific impact. This study found that Accepted Wisdom papers

have created more than half of the citation counts in AI publications. A publication in

the Accepted Wisdom category also tends to be cited more (as confirmed by regression

analysis). It has a higher probability of becoming a highly-cited “hit” paper. Nev-

ertheless, Darwin’s Tower, the category representing both high conventionality and

high novelty, is less skewed in citation counts than the other categories. A Darwin’s

Tower paper has a lower probability of never being cited.

In conclusion, the analysis presented in this research implies that AI research has

been dominated by intellectual activity that exploits highly conventional combinations

of existing knowledge, a manifestation of a “normal science.” This type of activity

also generated the most scientific impact, being diffused and adopted to the broadest

range.
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Chapter 3

RECOMBINING AI INVENTIONS: AN EXPLORATORY ANALYSIS ON AI

PATENTS’ COMBINATORIAL INVENTION

3.1 Introduction

Artificial Intelligence (AI) has been heralded as having the potential to transform

how new knowledge and solutions are found in many areas of human activity.1 Al-

though extensive literature has used AI patents to unveil the development of AI, it is

not clear how novel, diverse, and disruptive AI inventions are, let alone how similar or

different AI scientific research and AI patenting are. Is the nature of invention in AI

different from that which has characterized other scientific and engineering fields? In

addition, to what extent have AI patents been relying on scientific knowledge created

with funding from the U.S. government? This chapter investigated over 250,000 U.S.

patent records related to eight AI subdomains. I found that invention rates related to

AI have been increasing faster than invention rates generally. However, incremental

improvements that heavily rely on existing knowledge rather than radical or highly

novel ideas are increasingly the primary driver of knowledge creation in AI patents.

Furthermore, AI patenting is also evidently less diverse or disruptive than inventions

in general. Nevertheless, AI patents that combine existing technologies tend to have

a higher impact, while those that introduce new technical capacities tend to disrupt

the knowledge network to a greater extent. I also find that AI inventions rely heavily

on public support, more heavily than utility inventions in general. In addition, the

1Part of the results in Chapter 3 will be submitted for publication. Certain parts of the manuscript

are based on collaboration with Dr. José Lobo and Dr. Deborah Strumsky.
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analysis in this chapter found that team sizes matter to the impact of AI patents —

patents by larger teams tend to receive more citations while smaller teams tend to

break with the established practice and explore new technological paths. The results

presented in this chapter show that the development of AI does not mark a deviation

from historical trends of conventional technological and scientific inquiry.

AI methods, techniques, and procedures are already transforming medical diag-

nostics, transportation planning, manufacturing processes, data analysis, automated-

decision-making, speech and optical pattern recognition, software design, and even

legal analysis and investment decisions (National Research Council, 1997; Matheny

et al., 2019b; World Economic Forum, 2018; Mozer et al., 2019; Correia and Reyes,

2020; Chang, 2020; Chalmers et al., 2021; Surden, 2019; National Academies of Sci-

ences, Engineering, and Medicine, 2021). AI is expected to transform the workplace

like the Industrial Revolution, and electrification did (Frank et al., 2019a). Further-

more, deployment and mastery of AI are seen by governments as a cornerstone of

national security and economic prosperity (State Council of the People’s Republic of

China, 2017; Eric and Work, 2021). “Machine-learning” and “deep learning,” algo-

rithmic and computational procedures able to learn from and recognize patterns in

copious amounts of data, can now surpass human capacities in important problem

areas (LeCun et al., 2015; Sejnowski, 2020). AI is thought to have the potential to not

only aid the process of invention but to become a method of invention because of its

ability to rapidly and effectively search high-dimensional solution spaces of the sort

characteristic of many types of problems in science and technology (Agrawal et al.,

2018; Cockburn et al., 2019; Crafts, 2021).

AI is both a field of scientific and engineering research and a domain of technolog-

ical development, all seeking to invent, that is, to generate intellectual novelty. Here,

technologies are considered ideas about rearranging matter, energy, and information
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(Romer, 2010). An invention consists of ideas or technologies, either new or already

in use, brought together in a way not previously observed (Schumpeter, 1934). How

is the invention within the domain of AI occurring? What are the important AI tech-

nologies, and how are they advancing? Are they making progress by developing new

technological functionalities and scientific understandings? Are they mainly refining

existing ideas and methods or making breakthroughs? Are they inclined to engage

distinctly different technologies or combine closely related fields? To what extent are

AI inventions relying on knowledge created by government-funded research? What

characteristics are associated with highly impactful, highly disruptive AI inventions?

Chapter 2 investigated AI as a scientific inquiry where new knowledge is recorded

in scientific publications and created by authors referencing and acknowledging exist-

ing knowledge as recorded in previous literature. It showed that knowledge creation

in AI scientific publications is primarily driven by combining existing knowledge in

conventional ways, and such publications are also the most impactful. This chapter

examines AI knowledge by selecting another format of human knowledge that records

primary technical advancement rather than scientific ones — patents.

Patents are exclusive rights for inventions that are new and inventive. Patent

databases contain technical information not found in any other source and thus pro-

vide early indications of technological developments and can reveal how inventions

drive transitions in energy systems. Patents are meant to protect intellectual property

and assets that can help attract investment, secure licensing deals, recoup R&D costs

and provide market exclusivity. Patenting trends and subject matter thus provide

helpful information about the extent and focus of AI invention.

This chapter investigates several patent indicators of the novelty, diversity, and

disruption of U.S. patents relating to AI and its eight subdomains (also called AI

component technologies) by examining their respective quantifiable metrics. Specif-

62



ically, the novelty of AI patents is investigated through their percentage of patents

that only refine existing technologies instead of introducing new technical compo-

nents and their percentage of patents that combine closely related technologies (or

“narrow combinations”) rather than distinctly different ones (or “broad combina-

tions”). AI patents’ technological diversity is computed as the normalized Shannon

entropy regarding patent-technology-code pairs on the level of CPC subclasses (or

4-digit codes). Disruption of AI patents to subsequent technological paths is mea-

sured by the five-year disrupt index (CD5) developed and pre-computed by Funk

and Owen-Smith (2017); Funk et al. (2022). I also investigate how many AI patents

are created with scientific knowledge funded by the U.S. government and how many

of them are government agencies, universities, private corporations, lone inventors,

and foreign inventors. Furthermore, team size and its relationship with the sources

of novelty, disruption, and narrow-or-broad combinations are examined. Finally, the

characteristics of AI patents and AI scientific publications are compared and insights

are offered regarding what the similarities and differences between the two tell us

about AI inventions and inventions in general.

3.2 Research Question

I seek to address the following research questions in this chapter.

1. What is the pace of AI patenting?

2. How novel is AI patenting?

3. How disruptive is AI patenting?

4. How is government support fueling AI patenting?
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5. How do team sizes and public support affect the impact and novelty of AI

patents?

6. What is different and what is similar between scientific publications and patents

in AI? Moreover, what are those differences and similarities tell us about AI

knowledge and inventions in general?

3.3 Data

3.3.1 AI Patent Dataset

The analysis of this chapter is based on a dataset consisting of 256,892 AI patents

granted by the United States Patent and Trademark Office (USPTO) over the years

from 1976 through 2020. This AI patent dataset was constructed by selecting AI-

related patent numbers from a utility patent dataset. The USPTO currently does not

explicitly or officially identify AI-related patents with technological classifications, al-

though the U.S. Patents Classification (USPC) system, which the USPTO previously

used to classify patents, has a code for AI. Such codes were used by scholars to com-

pile AI patent datasets. For instance, Fujii and Managi (2018) used AI-related USPC

classes to compile a dataset consisting of 13,567 AI patents and found that the pri-

ority of AI technologies has shifted from biological and knowledge-based models to

mathematical models. However, since 2015, the USPTO has switched from USPC

to Cooperative Patent Classification (CPC) system, which has been widely used by

major patent offices around the globe, making it challenging to identify AI patents

systematically.

Nevertheless, the USPTO released the AI Patent Dataset (AIPD) in 2021 with

identifications of eight AI component technologies (also referred to as AI subdomains

in this dissertation) for each patent using machine learning algorithms, allowing for
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further investigation (Giczy et al., 2021). The AI patent dataset is compiled from two

sources — the AIPD for AI patent numbers and the PatentsView open data platform

for obtaining detailed patent information (Toole et al., 2021). It is worth noting that

the AIPD provides each patent with eight scores ranging from 0 to 1, predicting how

likely the patent belongs to one of eight AI subdomains, such as natural language

processing and speech recognition. In this study, a patent is identified as an AI

patent if its highest score is no less than 0.99. I considered AI patents granted by the

USPTO a representative sample of global AI inventive activity because the USPTO

had received more AI patent applications than any other patent office (WIPO, 2019).

The eight AI subdomains defined by the USPTO include knowledge processing,

speech, AI hardware, evolutionary computation, natural language processing, ma-

chine learning, vision, and planning and control (Toole et al., 2020). The following

brief definitions are excerpted from the Inventing AI report by the USPTO (Toole

et al., 2020):

• Knowledge processing: “The field of knowledge processing involves repre-

senting and deriving facts about the world and using this information in auto-

mated systems.”

• Speech: “Speech recognition includes techniques to understand a sequence of

words given an acoustic signal.”

• AI hardware: “Modern AI algorithms require considerable computing power.

AI hardware includes physical computer components designed to meet this re-

quirement through increased processing efficiency and/or speed.”

• Evolutionary computation: “Evolutionary computation contains a set of

computational routines using aspects of nature and, specifically, evolution.”

65



• Natural language processing (NLP): “Understanding and using data en-

coded in written language is the domain of natural language processing.”

• Machine learning: “The field of machine learning contains a broad class of

computational models that learn from data.”

• Vision: “Computer vision extracts and understands information from images

and videos.”

• Planning and control: “Planning and control contains processes to identify,

create, and execute activities to achieve specified goals.”

For further analysis, multiple supporting datasets that contain detailed informa-

tion about each patent were downloaded from PatentsView open data platform2, in-

cluding patent grants dataset, patent-inventor dataset, patent-classification dataset,

patent-assignee dataset, and patent reference dataset (Toole et al., 2021). These

datasets were downloaded in March 2022. These downloaded patent data were based

on the Bulk Download Database Tables on PatentsView updated on December 30th,

20213 while the CPC classifications rely on the CPC version updated on August 2021.4

Those patent datasets were merged based on patent grant numbers. The ultimate

AI patent dataset used in this study consists of detailed bibliographic information

about 256,892 patents related to AI.

2https://patentsview.org/download/data-download-tables

3See PatentsView release notes for details for this data release: https://patentsview.org/

release-notes.

4See the official Notice of Changes on the CPC website for more details: https://

www.cooperativepatentclassification.org/CPCRevisions/NoticeOfChanges.
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3.3.2 Patent Disruptive Index Data

Citation counts as a measure of how many future patents reference previous

patents are often considered a useful metric to assess how impactful or successful

a patent is. Nevertheless, citation counts alone cannot tell how a patent affects

future technological paths by disrupting or consolidating existing knowledge. The

“capability destroying index,” or CD index, a metric for measuring how a patent or

a scientific publication affects the network of existing knowledge, has been developed

by Funk and Owen-Smith (2017) and used by several studies to capture the impact

of a patent or a publication on subsequent knowledge creation (Park et al., 2023; Wu

et al., 2019).

The CD index of a patent ranges from −1 to 1. It appraises the extent subsequent

patents cite a given or focal patent (forward citations) rather than the previous works

the focal patent has cited (backward citations). A patent with a CD index equal to 1

signifies maximal disruption to existing citation networks for subsequent patents that

cite the given patent but do not cite the previous works cited by such patent. On the

other hand, if the patents that cite a patent as likely as they cite the previous patents

cited by the focal patent, regardless of how many citations the focal patent receives, it

can be considered having caused little disruption to future technological paths, hence

associated with a CD index that equals to −1, indicating consolidating of an existing

technological network without disruption. Significant novelty is associated with high

disruption. Implementing the CD index on scientific publications and patents, Park

et al. (2023) have reported a decline in the general level of disruption in science and

technology in the past half-century.

In this chapter, the CD index is applied to measure how disruptive or consolidating

patents in AI subdomains are. For this purpose, a dataset containing computed CD

67



indices for USPTO patents granted from 1976 to 2010 is obtained (Funk et al., 2022).

Indices that reflect citation networks five years after a patent is granted (the CD5

index) are selected. It is worth noting that this dataset only covers patents up to

2010 because computing the index requires the accumulation of citation data after a

patent is granted. There is a lot of missing data for the first several years because the

citation links for pre-1976 patents are not digitally available. Therefore, for measuring

the CD index of AI patents, only patents granted from 1980 to 2010 are considered.

3.3.3 Patents Relying on Government-supported Research

A technical domain that heavily relies on governmental research can arguably be

considered still in its infancy or not ready to attract the support and resources from

the private sector where financial return is essential. Nevertheless, previous research

has reported that patenting in the U.S. is increasingly fueled by scientific knowledge

created with support from the U.S. government (Fleming et al., 2019b).

In this chapter, to identify AI patents produced based on research efforts funded

by the U.S. government, a dataset that identifies USPTO-granted patents relying on

government support (referred to as the public-reliance patent dataset) was acquired

(Fleming et al., 2019b,a). In the dataset, a patent is identified as relying on research

supported by the U.S. government funding if at least one of the following three criteria

is met (Fleming et al., 2019b):

1. the patent is owned by the U.S. government, including any U.S. government

agency or military institution.

2. the patent explicitly acknowledges Federal government support.

3. the patent cites another patent or a scientific publication that satisfies at least

one of the two criteria above or is authored by an individual affiliated with a
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government agency.

The public-reliance patent dataset also contains information about the type and

country of origin of each patent’s assignee(s). An assignee of a patent is the entity that

owns the property right of the patent. According to U.S. patent law, a patent could be

assigned to one or more government agencies, universities, private companies, other

organizations, or individuals. If a patent is not assigned upon grant, the patent is

owned by the inventor(s). In the public-reliance patent dataset, for patents authored

by U.S. inventors, four types of assignees are identified — U.S. government agencies,

universities, corporations, and lone inventors. The U.S. military academies are treated

as governmental agencies. For patents authored by inventors outside the U.S., the

dataset identifies whether the patents are owned by entities located in the following

eight countries or regions — Germany, UK, India, Taiwan, France, Japan, Korea,

and China (Fleming et al., 2019b). This dataset only covers patents up through

2017. Therefore, subsequent analysis of AI patents’ reliance on government-supported

science is up through 2017.

3.4 Method

3.4.1 Source of Technological Novelty

Patents are intended to describe novelty — the invention or discovery of “a new

and useful process, machines, article of manufacture, or composition of matter, or

any new and useful improvement thereof; a new, original, and ornamental design

for an article of manufacture; and any distinct and new variety of plant” in the

language of U.S. Patent Law (USPTO). The technological components responsible

for a patent’s novelty are classified using a technology-code system that identifies

distinct technological functionalities (USPTO).
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Major patent offices, including the USPTO, have adopted the Cooperative Patent

Classification (CPC) system to classify the technologies responsible for the novelty

of patented inventions. The CPC system has a hierarchical structure that describes

three technical information levels: sections, classes,sub-classes, and groups. A class

generally delineates one technology from another, while subclasses delineate processes,

structural features, and functional features of the subject matter encompassed within

the scope of a class. For instance, the CPC code “G06N 20/10” describes a machine

learning technique that uses kernel methods, such as support vector machines (SVM).

The first letter “G” represents the section of “mechanical engineering,” which, to-

gether with the following “06N” (class and subclass) represents “computing arrange-

ments based on specific computational models.” The remaining symbol (“20/10”)

represents the “group” that specifies the most detailed level of technical information.

In this case, group “20/00” of subclass “G06N” describes machine learning techniques,

while its subgroup “20/10” signifies a machine learning technique characterized by

kernel methods. Under the CPC scheme, every patent is assigned at least one code

to specify the non-trivial technical component(s) disclosed in the patent (USPTO,

2015b).

To identify sources of technological novelty, a method that provides a taxonomy

consisting of four categories — namely Technological Novelty Taxonomy is utilized.

Such a method was introduced to classify the novelty of patents (Strumsky and Lobo,

2015a). Multiple codes are often combined by patent examiners in order to describe

the technologies responsible for a patented invention’s novelty. The set of n technology

codes associated with a patent is referred to as the n-tuple of the patents. The

Technological Novelty Taxonomy focuses on the pairings (binary combinations) of

capabilities generated from an n-tuple and uses these pairings to assess patented

inventions’ technological novelty.
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Each AI patent is categorized into one of the following four types:

1. Origination: all the technology codes used to classify a patent are new. In other

words, none of the technology codes have been used previously in the patent

record.

2. Novel Combination: the technology codes of the patent form new binary combi-

nations with at least one new code. In other words, new code(s) and old code(s)

are used in classifying a patent.

3. Combination: the technology codes of the patent consist of new pairwise com-

binations, although none of the codes are new.

4. Refinement : none of the codes nor pairwise combinations of codes are new.

Although a patent signifies the arrival of a new invention, the invention might

constitute an improvement or refinement of existing technological capabilities. The

percentage of refinement patents (referred to as refinement rate) in a technological

domain indicates novelty in its inventive efforts. The more patents in a domain

constitute refinements of existing inventions without introducing new technological

capacities, the fewer breakthroughs can be assumed to occur, and the lower the level

of novelty is in the domain.

Previous research has reported that, although increasingly more technical compo-

nents have been introduced, refinement patents have become prevalent in patenting

since the 1990s, accounting for 80% of all new patents in the 2010s (Strumsky and

Lobo, 2015b; Lobo and Strumsky, 2019). In this chapter, in addition to categorizing

each AI patent into the four types defined by the Technological Novelty Taxonomy,

the percentage of refinement is computed for AI patents and patents in the eight AI

subdomains. Comparing refinement rates in different domains and their time series
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can inform us about the primary source of the novelty of the patents in each sector

and whether they are becoming more or less novel over time. In order to compare the

refinement rates of AI patents to inventions in general, the annual refinement rate for

utility patents in general is also computed.

Two constraints are notable when deciding whether a technology code or a code

pair is new. First, if a code or a pair in a year t has never existed in previous

years, it is considered new throughout the year t. In other words, if two patents in

the year t involve the same code that has never appeared before the year t, both

patents, regardless of which one is granted first, are considered to have a new code.

Secondly, whether a code or a pair is new is evaluated within domains. Therefore, a

new code to one domain may already exist in another. This chapter considers nine

domains — AI patents in general and the eight AI subdomains. (When computing

the refinement rate of utility patents, utility patents are considered belonging to

one domain.) This consideration is based on the convention of patent examination

practice, which assesses whether an invention is new based on the perspective of “a

person skilled in the art” in the context of the technical field the invention belongs

to (U.S.Code, 2011). Because the temporal scope of the data is from 1976 to 2020, a

technology code or a combination is considered new in a given year only if it has not

been recorded in the patent record since 1976. Accordingly, all technology codes and

code pairs in 1976 are considered new, resulting in a zero refinement rate in 1976.

3.4.2 Technological Diversity

The concept of entropy can be used to describe the informational surprise of a

system (Shannon, 1948), along with others (such as the Herfindahl–Hirschman index

and Inverse Simpson index), and has been used to measure the diversity of ecosys-

tems and industries (Jacquemin and Berry, 1979; Fang and Lou, 2019; Gemba and

72



Kodama, 2001). The higher the entropy is, the more diverse or surprising a system’s

configuration is. An entropy of 0 indicates that the system has only one entity, thus

has no surprise. Entropy has been used by researchers to measure the technologi-

cal diversification of regions and companies as well as organizational concentration

(Mewes and Broekel, 2022; Rocchetta et al., 2022; Rocchetta and Mina, 2019; Triulzi

et al., 2020).

Normalized Shannon Entropy is a variation of Shannon Entropy that considers the

maximum possible number of entities in the system with the benefit of obtaining a

unified range of. In this chapter, normalized Shannon Entropy is computed to measure

the technological diversity of patents in a field. The normalized technological entropy

(θ) of a domain d can be computed using Equation 3.1:

θd =
−
∑Cd

c=1 pc · ln (pc)
ln (Cd)

(3.1)

where Cd denotes the number of distinct CPC subclasses observed in the classifications

of patents in domain d, while pc denotes the percentage of distinct patent-subclasses

pairs that are classified with subclass c. CPC subclasses are referred to as the four-

digit CPC codes, for instance, “A03D.” I select subclasses as the level to measure

the technological diversity because different subclasses represent technologies that

are distant enough to be considered to belong to different domains. There are 674

subclasses in the current CPC scheme (version 2022.05).

3.4.3 Broad or Narrow Inventions

Patents’ novelty can stem from how technological functionalities are combined

and how novel these combinations are. Another dimension of inventive novelty can be

found in how similar or dissimilar (“distant”) the combined technologies are. A more

distant combination can be presumed to require more creative thinking to conceive
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than one consisting of closely-related technologies, hence is more likely to be novel.

Youn et al. (2015) have categorized technological combinations into “broad” ones

and “narrow” ones. Technological combinations are classified as distant if they consist

of two technologies classified within the same class of the United States Patent Clas-

sification (USPC) scheme (used to classify patents before adopting the CPC schema).

Classes are broad categories of technological functionalities (such as excavating or mi-

croprocessors). Using this categorization, they reported a boost in broad inventions

in the U.S. following World War II but an increase in narrow inventions since around

1970.

In the CPC scheme, subclasses (also referred to as four-digit CPC codes) can be

considered the equivalent of USPC classes (and the total number of CPC subclasses

(674) is similar to that of USPC classes (474)). Accordingly, a pair-wise combina-

tion is considered broad if the two components are classified into two different CPC

subclasses. A multi-coded patent is considered a broad invention if it has at least

one broad combination. Otherwise, if a multi-coded patent’s codes are all classified

into the same CPC subclass, it is considered a narrow invention. Subsequently, the

proportion of multi-coded patents in each AI subdomain that can be considered “nar-

row” (referred to as narrow invention rate) are computed as another indication of the

technological novelty of the domain.

It is worth noting that each U.S. patent may have two types of CPC classifications

— mandatory inventive classifications that represent what is novel in the invention

compared to state of the art and optional classifications (referred to as other addi-

tional information) that represent non-trivial technical information that has already

existed in previous technology (USPTO, 2015b). When applying the Technological

Novelty Taxonomy and computing entropy, refinement rates, and technological di-

versity, inventive and additional classifications are not distinguished because they
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both represent non-trivial technical components that are combined in the inventions.

However, when computing narrow invention rates, only inventive classifications are

included to tease out the combinations that appear to be broad but have been consid-

ered commonplace or obvious to make for a person of ordinary skill in the art based

on the prior art.

3.4.4 Assessing Patents’ Impact

As discussed in Section 2.3.4, citation counts and annual citations have often

been considered reliable indicators for scientific quality and impact, especially at the

highly-cited end of the distribution (Phelan, 1999). Recent studies also suggest cita-

tion percentiles as a helpful indicator to assess scientific impact (Bornmann, 2020).

This chapter adopts such a line of reasoning and utilizes citation percentiles to assess

a patent’s impact. To address the potential bias brought by the cumulative effect of

citations, each patent’s citation percentile in its cohort of the same domain and the

same year, referred to as the “citation percentile of the year” is computed. Further-

more, Alcácer et al. (2009) have reported different patterns between patents cited

by patent examiners and applicants. The former focuses more on the competition

between patents, and the latter on the previous technologies a patent is built upon

(Wu et al., 2019). Therefore, in this chapter, only citations made by applicants are

considered in assessing a patent’s impact.

3.5 Results

3.5.1 AI Subdomains and Their Networks

The two most productive AI subdomains are knowledge processing and planning

control, while evolutionary computation is the most barren. A significant technologi-
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cal heterogeneity is observed in AI patents — 42% of AI patents involve multiple AI

component technologies. The most connected pair exists between Knowledge process-

ing and planning and control. Evolutionary computation and machine learning are

the two most connected AI subdomains, with 98% and 84% patents involving other

AI components, respectively. Two clustering communities can be detected among

the eight AI subdomains — one is featured by the processing of verbal or written

language, while the other focuses on representing knowledge.

The key variables computed for AI patents in general and patents in the eight

AI subdomains are listed in Table 3.1. Knowledge processing, the AI subdomain

that seeks to represent and derive facts about the world and use this information

in automated systems, has the most significant number of patents, accounting for

61% of all AI patents. It is followed by the domain of planning and control, which

“processes to identify, create, and execute activities to achieve specified goals” (Toole

et al., 2020). Machine learning and computer vision have almost the same number of

patents (around 41,000, accounting for 16% of all AI patents). The least fruitful AI

subdomain is evolutionary computation (only 237 patents), which “contains a set of

computational routines using aspects of nature and, specifically, evolution.”

The eight AI component technologies can co-exist in the same patent. In such

cases, the patent engages more than one AI technology. As a result, the sum of

the patent count of AI subdomains presented in the second column in Table 3.1 is

larger than the number of AI patents (257,214). The co-existence of AI component

technologies is not uncommon. A total of 108,817 (42%) patents in the AI patent

dataset are associated with more than one AI component technology. There are

even 320 patents that involve seven out of the eight AI component technologies.

For example, patent No. 10,847,138 granted in 2020 discloses a set of systems and

methods for “deep learning internal state index-based search and classification” (Ward
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Table 3.1: Key Variables of Eight AI Subdomains

Domain
Patent

count
% Refinement

Normed

entropy

Narrow

invention

Mean

CD index

Gov

funded

rate

Mean

team

size

Mean

citation

Median

citation

All AI 257,214 50% 0.52 44% 0.06 19% 2.97 14.59 1

Evolutionary

computation
237 42% 0.60 44% 0.05 41% 2.51 20.78 7

AI hardware 29,106 41% 0.49 48% 0.06 28% 2.99 36.62 5

Knowledge

processing
156,617 50% 0.51 46% 0.06 20% 2.98 11.78 1

Machine

learning
41,079 39% 0.58 37% 0.08 26% 2.92 10.14 1

Natural

language

processing

13,823 52% 0.43 56% 0.05 27% 2.95 30.53 3

Planning 126,754 53% 0.47 46% 0.05 17% 3.10 18.57 1

Speech 18,154 51% 0.45 46% 0.05 21% 2.79 25.98 2

Vision 41,269 26% 0.52 29% 0.06 18% 2.99 19.81 0

et al., 2020). Seven of the eight prediction scores associated with this patent are

higher than 0.99. This patent combines techniques from all the AI subdomains except

evolutionary computation.

Therefore, the eight AI subdomains can form an “AI component technology net-

work” where each node represents each subdomain, and each edge represents the

co-existence relationship between two subdomains. The topology and characteristics

of such a network can inform how different AI technologies are combined. Further-

more, the community structure of such a network can illuminate which AI components

tend to form stronger interconnections and cluster together. Figure 3.1 presents such

a network between eight AI subdomains in creating new AI inventions. In Figure 3.1,

the weight of each edge represents the number of patents that combine the two nodes.

Using a modularity-optimization-based community-detection method developed

by Blondel et al. (2008) and Lambiotte et al. (2009), two communities are identified
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Figure 3.1: AI component technology network between pairs of AI subdomains.
Each node represents one of the eight AI subdomains or AI component technology.
The weight of the edge between two nodes measures the number of patents with both
components. In this plot, only edges with more than 100 patents are shown. The size
of each node represents the number of patents observed in the domain. The color of
each node indicates its community, where nodes are strongly interconnected. Each
edge is presented with three numbers — the number of patents and the percentage of
patents in the two subdomains represented as the two nodes connected by the edge.

with a built-in functionality in Gephi, a network analysis software (Bastian et al.,

2009). The two communities are colored in green and red, respectively, in Figure

3.1. The green community comprises AI hardware, speech, and natural language

processing. The red community includes the rest five subdomains — vision, knowledge

processing, planning and control, machine learning, and evolutionary computation.

The green community features the processing of language, while the red community

focuses more on representing knowledge.

As illustrated in Figure 3.1, the strongest link exists between knowledge process-

ing and planning and control (73,873 patents). Knowledge processing and machine

learning are also heavily connected (nearly 30,000 patents). The least-weighted edges

are the pair between NLP and evolutionary computation and the pair between speech
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and evolutionary computation, which have only one and five patents each. (These

two edges are not shown in Figure 3.1, where only edges with weights higher than

100 are shown.) Speech recognition and NLP are both domains that address issues

related to human language, either verbal or written. Such weak links indicate that

evolutionary computation has not substantially helped process human language.

On the other hand, a large proportion of patents related to evolutionary com-

putation are engaging with machine learning (92%), knowledge processing (91%),

or planning and control (86%), indicating that although barren in helping process

language, evolutionary computation is primarily successful in domains that seek to

represent and process human knowledge and experience to achieve the automation

of reasoning and planning. Further, there is a significant overlap between the three

subdomains related to evolutionary computation. In other words, a large proportion

of patents related to evolutionary computation combine machine learning, knowledge

processing, and planning and control at the same time.

Regarding to what degree they are connected with or isolated from other domains,

AI subdomains differ significantly. However, regardless of how isolated, at least half of

the patents in each subdomain involve technologies from other subdomains. Patents

related to evolutionary computation are the most connected — 98% of patents involve

AI components other than evolutionary computation. This is followed by machine

learning, of which 84% of patents result from combining machine learning with other

AI techniques. Patents related to computer vision are the most isolated, yet still 49%

of percent combine with other AI components.

3.5.2 The Pace of AI Patenting

AI patents have grown exponentially since the 1970s at a significantly faster rate

than inventions in general. Among AI subdomains, knowledge processing and plan-
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ning control have the fastest growth rate, while patents in evolutionary computation

have almost stagnated from 1990 to 2020. Other AI subdomains are growing slightly

slower than knowledge processing from the 2000s. Nevertheless, patents related to

computer vision increased sharply in the late 2010s. AI inventions’ knowledge com-

ponents and their combinations are also growing. As AI’s knowledge stock increases,

the search space for possible combinations expands. Nevertheless, the possible search

space’s growth rate has slowed, but it is still faster than the growth of the searched

proportion.

AI Patents Grow Faster than Inventions in General

Figure 3.2 illustrates the time series of the number of patents in AI and its eight

subdomains. Specifically, the number of AI patents as compared to AI publications,

scientific publications in general, and utility patents is shown in Figure 3.2a, and

the number of patents in each AI subdomains as compared to AI patents and utility

patents is shown in Figure 3.2b. Numbers in Fig. 3.2a are normalized using Equation

3.2:

yt = ln
(xt
x0

)
, (3.2)

where xt denotes the annual count in year t, and x0 denotes the count of the initial

year of each time series.

The annual number of new AI publications and granted patents are both verified

as growing exponentially at similar rates (coefficients 0.17 and 0.16 for AI publications

and patents, respectively, see Appendices F and G for regression details), as shown

in the blue line and orange line in Fig. 3.2a.

AI publications (blue line) exhibit a substantially steeper slope than scientific

publications (green line, coefficient 0.05, see Appendix H for regression details). Sim-
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Figure 3.2: Time series of the number of AI inventions. Panel (a) presents the nor-
malized natural logarithm of the number of AI publications (blue), AI patents (or-
ange), scientific publications in general recorded in WOS (green), and utility patents
granted by the USPTO (red). Panel (b) illustrates the time series of the natural
logarithm of the number of utility patents in general (solid black line), AI patents in
general (dashed black line), and the eight AI subdomains.

ilarly, AI patents (orange line) are characterized by a much steeper slope than utility

patents in general (red line, coefficient 0.03, see Appendix I for regression details),

implying that inventive activity in AI is proceeding at a significantly faster pace than

inventive activity overall.
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The Pace of Inventions in AI Subdomains

Figure 3.2b shows the time series of the number of patents in each AI subdomain as

compared to AI patents in general (dashed black line) and utility patents (solid black

line).

Figure 3.2b shows three clusters with different growing trends. First, new patents

in knowledge processing (blue) and planning and control (orange) have invariably

been more than other subdomains. The second cluster (machine learning, vision,

AI hardware, speech, and NLP) featured rapid growth in the 20th century, followed

by a stagnation in the 2000s that differentiated it from the first cluster. At the

end of the 2000s, AI subdomains in the second cluster gradually resume momentum.

Specifically, patents related to computer vision (red line), after a temporary decline

in the mid-2010s, have sharply increased to the same ballpark as the first cluster

in the late 2010s. Evolutionary computation (gray line) alone can be seen as the

third cluster of which new patents did not grow over time. It has fluctuated or even

declined throughout the years.

The Growing Knowledge Stock of AI

Although the technological components in each AI subdomain have been growing,

the technical fields involved in each subdomain tend to remain stable, indicating that

the growth of AI invention is driven by further segmentation of existing technologies

more than expanding to new technical fields.

Figure 3.3 shows the time series of the number of CPC subclasses that are often

considered technical fields (Panel A) and the number of CPC subgroups that are

commonly considered technical components (Panel B). Although the technological

components expanded substantially for almost every AI subdomain (see Panel B), the

82



1980 1990 2000 2010 2020
year

0

100

200

300

400

C
PC

 su
bc

la
ss

 (4
-d

ig
it)

 c
ou

nt

A. Time series of CPC subclasses (4-digit codes)
All artificial intelligence
Knowledge processing
Planning control
Machine learning
Vision
AI hardware
Speech
Natural language processing
Evolutionary computation

1980 1990 2000 2010 2020
year

0

5000

10000

15000

20000

C
PC

 su
bg

ro
up

 (f
ul

l-d
ig

it)
 c

ou
nt

B. Time series of CPC subgroups (full-digit codes)

Figure 3.3: Time series of the number of CPC subclasses (also known as 4-digit
codes, shown in Panel (A) and CPC subgroups (also known as full-digit codes, shown
in Panel (B) in each AI subdomain.

technical fields AI inventions engage remain relatively stable (Panel A). The number of

technical fields related to patents of knowledge processing, planning and control, and

machine learning has been growing slightly. At the same time, AI hardware, speech,

and NLP remain almost unchanged between the mid-1990s and 2020. Technical fields

related to computer vision had been stable but increased drastically in the late 2010s,

from 95 CPC subclasses in 2017 to almost 300 in 2020. Evolutionary computation

involves very few technical fields — at most eight CPC subclasses each year.
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3.5.3 How Novel is AI Patenting?

I investigated AI and its eight subdomains for three features that cover three

different aspects of novelty — technological diversity, refinement rate, and narrow

invention rate — and compared them with utility patents in general. Contrary to

the expectation that AI is presumably and inherently novel, this chapter finds that

AI patents are less novel than utility patents in general throughout the years but

have become more novel than utility patents around 2019. Like utility patents, AI

patents feature two time periods with different trends. From 1976 to 2012, AI patents

are becoming decreasingly novel. Nevertheless, after 2012, the novelty of AI patents

increased. By around 2019, AI patents have become more novel than utility patents.

Among the eight AI subdomains, computer vision and machine learning are the two

areas with the highest novelty, while NLP is the lowest. However, AI patents’ diversity

declined drastically from 1976 to 2020, and AI patents are increasingly concentrated

in a few technical fields.

AI Patents are Primarily Refinements

AI patents’ technological novelty primarily comes from refining existing knowledge

(Refinement patents) and combining existing knowledge in new ways (Combination

patents), indicating a low novelty. AI patents’ refinement rate was higher than utility

patents, but the former has been converging with the latter, if not becoming lower.

Inventions that introduce unprecedentedly new technical components have been in-

creasingly rare in any domain of AI. Among the eight AI subdomains, computer vision

and machine learning patents have the highest proportion of novel combinations and

the lowest rate of refinements, indicating a higher novelty.

Figure 3.4 illustrates the composition of the four sources of the technological
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Figure 3.4: Time series of the sources of the technological novelty of AI patents and
its subdomains. The four categories — origination, novel combination, combination,
and refinement — are defined by Strumsky and Lobo (2015a) and described in Section
3.4.2. Each subdomain is computed separately.

novelty of patents in AI and its eight subdomains. The sources of novelty are catego-

rized into four types — origination, novel combination, combination, and refinement,

defined by Strumsky and Lobo (2015a) and described in Section 3.4.2. One trait

observable across panels in Figure 3.4 is that for AI patents and patents in most

AI subdomains, origination patents (blue) and novel combinations (orange) have de-

creased substantially since 1976, while combinations (green) and refinements (red)

increased significantly since 1976. The percentage of refinements peaked in the early

2010s. After that, it has been declining. Originations almost disappear entirely from

AI patents. Novel combinations account for a small proportion of all AI patents

(5%). Patents related to machine learning, computer vision, and speech have a rel-
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atively higher rate of novel combinations (17%, 15%, and 11% in 2020). Patents of

combinations and patents of refinements are about the same proportion for most AI

subdomains. However, combinations have been growing faster since the early 2010s

while refinements are declining in percentage.

As discussed, the refinement rate can be considered an indication of the novelty

of a field. The higher the refinement rate, the less likely that there are breakthrough

inventions. In Figure 3.5, the solid red line in each panel represents the time series

of refinement rate in each AI subdomain, while the dashed red line represents the

refinement rate of utility patents in general as a comparison. Of the 7.2 million

utility patents granted from 1976 to 2021, 38% are refinement patents, and this

refinement rate grew continuously to around 43% in 2010. Since then, the refinement

rate remained stable in the 2010s. Compared to utility patents, AI patents’ refinement

rate had been higher and peaked at 62% in 2012, almost 20% higher than utility

patents, indicating a significantly low novelty. Nevertheless, since 2012, AI patents’

refinement rate has been declining drastically in a way that converges with utility

patents. In 2019 and 2020, the refinement rate of AI patents decreased to slightly

lower than utility patents, indicating that AI patents became more novel in the 2010s.

Similar trends can be observed in many AI subdomains in the panels in Figure 3.5.

Patents related to machine learning (Panel D) have surpassed utility patents in novelty

as measured by refinement rate. In contrast, computer vision patents (Panel E) have

been almost invariably more novel than utility patents in general, with a refinement

rate as low as 24%.

Half of AI Patents are Narrow Inventions

Another dimension of gauging a patent’s novelty is whether the patent combines

closely related or distinctly different technologies. The latter likely brings in more
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Figure 3.5: Time series of AI patents novelty features. Solid blue lines represent
normalized Shannon entropy on the level of CPC subclasses (four-digit code). Dashed
blue lines represent the normalized Shannon entropy of utility patents in general as
a comparison. Solid green lines represent the narrow invention rate in the domain
specified in the panel titles and dashed green lines represent the narrow rate of utility
patents in general as a comparison. The solid red line in each panel represents the
refinement rate of each domain, and the dashed red line represents the refinement
rate of utility patents in general as a comparison.

novelty than the former. Therefore, the narrow invention rate defined by Youn et al.

(2015) and described in Section 3.4.3 can be considered another indicator for mea-

suring novelty in addition to the refinement rate.

AI patents share a similar narrow invention rate with utility patents — they grew

from around 40% in the 1980s to more than 50% in the early 2010s and since then have

declined to less than 40%. Patents related to machine learning and vision have the

lowest narrow invention rates (21% and 22%), indicating that they combine distant
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technologies to a greater extent than other AI subdomains, and their novelty is high.

NLP patents have a higher refinement rate and narrow invention rate (37% in 2020),

indicating they are low in novelty.

AI Patents are Becoming Less Diverse

As shown as the blue lines in Figure 3.5, compared to utility patents, where tech-

nological diversity tends to remain stable throughout the years and only declined

slightly, AI patents’ technological diversity is declining drastically from 1976 to 2020.

All AI subdomains share a similar trend, except for evolutionary computation, where

features fluctuate widely, and a coherent trending pattern is not observed.

I have shown in Figure 3.3 that the number of technological components in AI

patents has been expanding significantly. Such an expansion did not translate into

technological diversity. The drastic decline in technological diversity indicates that

inventions in AI have been increasingly concentrated in a few fields. However, the

number of fields engaged in AI is steadily growing, if not remaining at the same level.

As shown in Panel A of Figure 3.6, the aggregated percentage of the top ten fields

(CPC subclasses or four-digit CPC codes) has been multiplied from around 25% in

1976 to around 70% in 2020, although the number of fields new AI patents each year

engage have increased from less the 50 to more than 400 during the same period.

Notably, as shown in Panel A of Figure 3.6, technological components in AI inven-

tions have been concentrated in fields such as electric digital data processing (G06F,

accounting for 25% of all distinct patent-CPC pairs in AI, shown as blue), data pro-

cessing systems or methods (G06Q, accounting for 11% of patent-CPC pairs in AI,

shown as red), and transmission of digital information, e.g., telegraphic communica-

tion (H04L, accounting for 8% of patent-CPC pairs in AI, shown as pink).

Different AI subdomains differ in the technical fields in which they have been
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Figure 3.6: Time series of the proportion of top patent-subclass pairs in each AI
subdomain. Dashed black lines (right axes) represent the time series of the number
of distinct CPC subclasses in each AI subdomain.

concentrated. For example, a large proportion of vision patents (Panel E) involve

technologies related to image data processing or generation (G06T, purple, 17% in

2020) or graphical data reading (G06K, orange, 15% in 2020), while patents related

to speech and NLP (Panels G and H) primarily focus on “speech analysis, synthesis,

and recognition” (G10L, brown, 27% and 14%, respectively) in addition to the field

of electric digital data processing (G06F, blue).

Nevertheless, as the number of technical fields grows (dashed black lines in each

panel), a higher proportion of patents is concentrated in a few technical fields. Figure
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Figure 3.7: Time series of the proportion of patents classified with top 5%, 10%,
25%, and 50% CPC subclasses in each AI subdomain. The generally-observable
upward trending pattern indicates that AI patents are increasingly concentrated in a
few fields regardless of domains.

3.7 presents the proportion of patent-subclass pairs in each AI subdomain that involve

the top 5%, 10%, 25%, and 50% subclasses. As the plots show, the proportion of

patents involving top fields in each subdomain is growing. This trend is observed

regardless of whether the top 5%, 10%, 25%, or 50% is considered, suggesting that

patents are increasingly concentrated in a few top fields. For example, as Panel A

of Figure 3.7 shows, 38% of patents related to knowledge processing (orange line)

involving the top 5% CPC subclasses in 1990. In 2020, the percentage grew from

38% to 83%. Similarly, in 1990, the top 20% fields in machine learning accounted for

77% of patents (red line in Panel C), whereas in 2020, such a percentage increased to
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93%. Such an increase in concentration in the top fields in AI can partly explain the

decline of technological diversity in AI.

3.5.4 How Disruptive is AI Patenting?

AI patents, like utility patents in general, are becoming less disruptive to subse-

quent technological paths. Machine learning patents are the most disruptive among

the eight AI subdomains. Among the four types of technological novelty, origina-

tion patents tend to be more disruptive, while patents of combinations that combine

existing components in new ways receive more citations.

AI Patents are Becoming Less Disruptive

AI patents share a similar disruptiveness with utility patents. Like utility patents,

AI patents are becoming increasingly less disruptive to subsequent technology paths

from 1980 to 2010. In other words, AI patents are becoming increasingly less likely to

break with historical and technological practices and generate new paths. Among AI

subdomains, patents related to machine learning are the most disruptive. In addition,

compared to utility patents, AI has a higher rate of moderately disruptive patents

but a much lower percentage of highly disruptive patents.

As shown in Figure 3.8, despite occasional fluctuations, the disruptive index (CD5

index) has declined steadily and drastically in each AI subdomain (blue lines). It is

consistent with what has been observed in science and technology in general (Park

et al., 2023). Like utility patents, the disruptive indices of many domains increased

slightly in the late 2000s. Among the eight AI subdomains, patents related to machine

learning disrupt future technologies to the greatest extent, demonstrated by the blue

line in Panel D that is clearly above the dashed red line and the dashed green line.

Not only are patents becoming less disruptive, but highly disruptive patents also
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Figure 3.8: Time series of the mean CD5 index in each AI subdomain. In each panel,
the blue line represents the mean CD5 index of the patents in the AI subdomain, while
the dashed green line and red line represent all AI patents and all utility patents in
general, respectively.

have significantly declined (Park et al., 2023). As shown in Figure 3.9 where the

areas above the dotted black line represent the percentage of highly disruptive utility

patents (as defined as patents with CD5 > 0.25), highly disruptive utility patents have

decreased significantly, while moderately disruptive patents (as defined as patents

with 0 < CD5 ≤ 0.25) and consolidating patents (CD5 ≤ 0) have both increased. A

similar trend can be observed for AI patents and each AI subdomain. Nevertheless,

the percentage of AI patents that are moderately disruptive is higher than utility

patents, while the percentage of highly disruptive patents is invariably lower than

utility patents. Only in the case of machine learning did such a highly disruptive

percentage converge with utility patents in general in the late 2000s.
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Figure 3.9: The time series of the composition of patents categorized into eight
bins according to their CD5 index in each AI subdomain. The eight bins of the CD5

index, from maximally consolidating to maximally disruptive, are colored from the
deepest blue to the deepest red. The dashed black line and dotted black line in each
panel represent the percentage of utility patents with CD5 < 0 and CD5 < 0.25,
respectively. One salient trait shared across domains is that highly disruptive patents
account for an increasingly smaller proportion over the 1980-2010.

Combinations Have a Higher Impact, While Originations Disrupt More

AI patents that combine existing technologies in new ways (i.e., Combination patents)

tend to receive more citations than others granted in the same year. Nevertheless,

AI patents that combine new technologies with existing ones (so-called Novel com-

bination patents) have a much higher citation hit rate. In other words, they are

more likely to become top-cited patents. On the contrary, origination AI patents

that only engage new technologies have a much higher disruptiveness in general and
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a substantially higher hit rate of becoming the most disruptive patents.
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Figure 3.10: Bar plots showing the relative ratios regarding patent count (blue),
citation count (orange), mean citation percentile of the year (green), median citation
percentile of the year (red), top 5%-cited patents of the year (purple), mean dis-
ruption percentile (brown), and top 5% patents in terms of disruption percentile in
the four categorized according to the source of their technological novelty in each AI
subdomain. Each panel’s horizontal dashed black line represents the fictional relative
value if the variable is evenly distributed across the four categories.

Many factors may affect whether a patent is likely or not to be referenced by

subsequent patents. I find that the different technological novelty sources may relate

to citations received by an AI patent and how disruptive it would be in the future.

Specifically, AI patents that combine existing technologies in new ways are likely

cited more, and AI patents that put forward highly original ideas tend to disrupt

subsequent technological paths to a greater extent.

Figure 3.10 presents the relative ratio of seven variables of four categories of

94



patents in each AI subdomain. A relative ratio of a variable is computed as the

value of the variable in question divided by the fictional value in a scenario where

the variable is distributed evenly across domains. The horizontal dashed black line

at y = 1 in each panel indicates such a fictional value. For example, in the case of

the variable of patent counts (blue bars), y = 1 illustrates a scenario where patents

are evenly distributed across the four categories and would share the same amount

of patents. A blue bar higher or lower than the dashed black line indicates that the

number of patents in the category is more or fewer than one-quarter in the whole

domain. If the variable in question is “top 5% hit rate in terms of citation,” then

the dashed black line represents 5%. Then, a bar that is taller than the dashed black

line indicates that more than 5% patents in the category are ranked in the top 5% in

citation among all the patents in the domain.

It can be observed that in each panel, patents of combinations and novel com-

binations tend to have more citations than other types of patents in the same year,

demonstrated by the higher green bars and red bars in the second (novel combination)

and third groups (combination) in each panel that are taller than those in the first

(origination) or the fourth groups (refinement). Combination patents are inventions

that introduce new pair-wise combinations, although they do not bring in new com-

ponents. Novel combinations are featured by combining new components with old

components. In short, the two categories either combine new technologies with exist-

ing ones or combine existing technologies in new ways. Thus, they are novel enough

to deserve acknowledgment and familiar enough to subsequent inventors to be readily

built upon — both could lead to reference. It can partly explain the high citations

received by combination and novel-combination patents compared to origination or

refinement patents. Origination patents have the lowest citations compared to other

categories in the same year.
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Although patents of combinations and novel combinations are similar in their

impact in general, novel combinations clearly have more patents ranked in the top

tier in citations. As Figure 3.10 shows, the second group (novel combination) in

each panel invariably has the tallest purple bar among the four groups. Purple bars

represent the relative ratio in terms of the percentage of patents in the category that

are ranked in the top 5% in patents in the domain of the year in terms of citations.

Recall in Chapter 2, such a percentage is referred to as the “hit rate.” Therefore,

novel combinations, regardless of AI subdomains, have the highest hit rate, indicating

a stronger skewness.

On the contrary, origination patents that engage solely new components often have

the lowest citation count among the four types of patents in the same year. It can be

partly interpreted that originations are too novel for a person with ordinary knowledge

in the field to understand and utilize, let alone improve immediately. Therefore, an

origination patent is unlikely to be cited as a previous technology in subsequent

patents.

Nevertheless, origination patents are illustrated in Figure 3.10 to cause the most

significant disruption to future inventions. Origination patents have the highest mean

CD5 index (brown bars) and the highest hit rate (pink bar). In many AI subdomains,

the mean CD5 index of origination patents is more than twice of other categories.

Originations’ top 5% hit rate in disruption reaches more than 15% in all AI patents

(Panel A) and almost 20% in speech recognition (Panel G). In other words, subsequent

patents that cite those origination patents, although they may be small in number,

tend not to cite their predecessors. Origination patents’ successors are primarily built

upon such origination patents. This indicates that origination patents often break

with previous technological practices, disrupt existing citation networks, and lead to

new technological lineages. This could partly be caused by the fact that origination
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patents rarely cite previous patents because they are unlikely built upon previous

technologies. An alternative explanation can also credit this observation to the fact

that there was simply a higher percentage of origination patents in the early years

when the general disruption of science and technology was much higher than today.

On the other hand, patents of refinement (orange box in the fourth group in each

panel) tend to be the least disruptive. In other words, refinement patents, although

cited more than origination patents in most AI subdomains, represent incremental

advancement and rarely alter technological practices. Their presence tends not to

disrupt the citation network and knowledge flow.

Interestingly, such patterns described here are shared across AI subdomains. It

may indicate that such observations may be universal in inventions across domains.

3.5.5 AI Patents’ Reliance on Government-funded Science

AI Patents Increasingly Rely on Public-supported Science
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Figure 3.11: Time series of the percentage of patents relying on government-funded
research in each AI subdomain. The solid black line and dashed black line represent
utility patents in general and all AI patents as a comparison.

As shown in Figure 3.11, AI patents rely more heavily on knowledge created

with the support from the U.S. government (19%) than utility patents in general

(17%), with patents related to evolutionary computation (41%), AI hardware (28%),
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NLP (27%), and machine learning (26%) associated with the strongest reliance on

federally-funded knowledge.
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Figure 3.12: Stacked area chart of the percentage of AI patents by U.S. inventors
owned by the government or rely on scientific knowledge created from government-
supported research by the type of patent owner. Dashed black lines represent the
percentage of utility patents by U.S. inventors that rely on government-supported
research.

Like utility patents in general, private corporations account for the largest share of

different types of patent owners that use government-supported scientific knowledge

to create AI inventions, as shown as the green areas in Figure 3.12. Nevertheless,

while the percentage of utility patents by U.S. inventors that rely on public support

has grown from around 10% in the 1970s to 30% in 2017, such percentage tends

to remain stable at around 30% for AI patents from 1976 to 2017. Among the

eight AI subdomains, patents related to evolutionary computation, machine learning,
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computer vision, and AI hardware have substantially depended on public support.

Especially in the case of evolutionary computation, more than 80% of patents relied

on government-supported research in the 2010s.
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Figure 3.13: Stacked area chart showing the percentage of U.S. patents by foreign
inventors that rely on government-supported research by country. The dashed black
lines (not stacked) represent such a percentage for utility patents in general.

Fleming et al. (2019b) has observed a steady increase in the proportion of U.S.

utility patents by foreign inventors who rely on U.S. government-funded research.

Japan and Germany are associated with the highest reliance on U.S. public support. I

observe an even higher proportion of foreign-invented government-supported patents

in AI inventions, as shown in the panels in Figure 3.13. Japan (pink) is clearly

the top foreign country where many inventors are utilizing knowledge created by
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research funded by the U.S. government, but its proportion has declined substantially.

Germany (blue) has surpassed Japan in creating AI hardware patents (Panel F) with

knowledge funded by the U.S. government.

Reliance on Government Support Increases Citation but Decreases Dis-

ruption

AI patents invented with the help of scientific knowledge created by government-

funded research tend to have more citations in general than other patents. However,

they have a much lower probability of becoming top-cited. On the other hand, those

same AI patents that depend on government-supported knowledge tend to disrupt

future inventions to a significantly lower extent than others. However, they have a

higher probability of becoming the most disruptive patents.

An investigation into the relationship between the reliance on government support

and the citations received by and the disruption caused by the patents in each domain

reveals that AI patents relying on public support tend to receive higher citations but

disrupt less. In comparison, an average AI patent not relying on government support

receives fewer citations but causes higher disruptions.

In each panel in Figure 3.14, the left group represents patents that do not rely on

government-funded research. The right group represents patents that are owned by

government agencies or invented with knowledge created by federally-funded research.

The first thing observed in each panel is that the blue bar in the left group is almost

always taller than the blue bar in the right group, indicating that most patents do not

rely on government-supported knowledge except for evolutionary computation (Panel

I). Regardless of panels, the green and red bars (mean and median citation percentile

of the year) in the left group are always lower than the green and red bars in the right

group, indicating that patents created with research funded by the government have
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Figure 3.14: Bar plots showing the relative ratios regarding patent count (blue),
citation count (orange), mean citation percentile of the year (green), median cita-
tion percentile of the year (red), top 5%-cited patents of the year (purple), mean
disruption percentile (brown), and top 5% patents in terms of disruption percentile
of patents classified by the reliance on government support in each AI subdomain.
The horizontal dashed black line in each panel represents the fictional relative value
if the variable is evenly distributed.

higher citations in general than patents otherwise in the same year. Nevertheless,

extreme cases differ from general cases. The left purple bars (top 5% hit rate in

patents not relying on government support) are always significantly higher than the

purple bars on the right. In other words, the hit rate of patents that do not rely on

public support is higher than the background rate, implying that a patent without

government funding has a higher chance of becoming top-cited, although an average

patent without government funding receives fewer citations than those with public

support.
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On the contrary, when considering disruption, an average AI patent relying on

government support disrupts subsequent inventive paths to a much lower degree than

an average AI patent that does not rely on public support, demonstrated by the il-

lustration in Figure 3.14 that brown bars in the right groups are almost always much

lower than brown bars in the left groups. Nevertheless, government-supported inven-

tions have a higher hit rate — the pink bars (top 5% hit rate in terms of disruption)

in the right groups are taller than the pink bars in the left groups in almost every

panel except evolutionary computation (Panel I).

I note that because patents in evolutionary computation are very small in number

(only 237 patents in total), it is less meaningful to attempt to interpret a general

pattern in the subdomain.

3.5.6 Team Size Matters in AI Patenting

Recent research in the field of the science of science has investigated how team

size affects the characteristics of the outcome of innovation. The most prominent

study by Wu et al. (2019) has surveyed multiple large datasets in different domains,

such as code repositories, scientific publications, and patents, and found that team

size matters to the citations and disruptiveness of the works. Specifically, the findings

of Wu et al. (2019) can be summarized by the title of their research — large teams

develop, and small teams disrupt.

This section investigates whether such a finding is observable in AI patents, specif-

ically, whether AI patents created by small teams differ from those invented by large

teams regarding their scientific impact and technological disruption to future AI

patents. In addition, to further extend such a line of rationale, this chapter also

surveys how small and large teams differ in the source from which they draw techno-

logical novelty to create new AI patents.
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Figure 3.15: Time series of the mean team size of patents in utility patents in
general (solid black line) and patents in AI (dashed black line) and its subdomains
show that regardless of domains, the average patent team size is growing from 1976
to 2020. The average number of inventors involved in AI inventions appears to be
larger than an average patenting team in general.

The results of this chapter suggest that consistent with the findings of Wu et al.

(2019), large teams tend to create AI patents that receive more citations, while small

teams create more AI patents with higher disruption to knowledge networks. Such

a conclusion can be inferred from either general cases (e.g., mean values) or extreme

cases (e.g., hit rates). Furthermore, team size also matters to the source of tech-

nological novelty that differentiates an AI patent from prior art — a higher level

of novelty is associated with a smaller team size. Generally speaking, smaller teams

tend to produce patents that are more novel. In particular, among the four categories

of technological novelty, origination patents tend to have the smallest teams, while

refinement patents often have the largest team.

AI Inventor Teams are Growing

Before presenting the results of how team sizes affect AI patents’ characteristics, it is

crucial to understand the time trends and distribution of AI patents’ team sizes. As

Figure 3.15 shows, like utility patents in general (solid black line), the size of teams

that create AI patents has expanded significantly from 1976 to 2020. It used to take
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about two inventors to create an AI patent in the 1980s. By 2020, an average AI

patenting team comprises more than three people (3.3). In addition, half of the AI

patents around 1980 were created by lone inventors, and since 2012, half of the AI

patenting teams have more than three people.

Nevertheless, the average number of inventors involved in AI patenting appears

to be always slightly larger than utility patents in general. The gap between the two

has expanded, especially since the middle 2000s.

Most teams in AI patenting are small, ranging from one to three inventors. An

average AI patenting team has three inventors (see the histogram distribution (Figure

J.1) and statistical summary (Table J.1) of team sizes in Appendix J). Regardless of

AI subdomains, over 99% of the teams are sized with no more than ten people.

Large Teams Develop, and Small Teams Disrupt AI Patenting

Figure 3.16 illustrates the relationship between team sizes (x-axes) and citations (right

y-axes, red lines) or disruptiveness (left y-axes, green lines) in each AI subdomain.

(Only teams with sizes of no more than ten inventors are included in Figure 3.16 for

visualization purposes because over 99% AI patents are produced by teams sized no

more than ten people.)

It is reasonably clear that in almost every panel of Figure 3.16, as team size

grows, the red line (citation) tends to trend upwards, while the green line (disruption)

declines. An AI patent created by a lone inventor would cause an average disruption

higher than 43% of AI patents. In comparison, an AI patent created by a team of ten

inventors would have an average disruption more substantial than about 53% of AI

patents, about 10% higher than lone inventors. Contrarily, patents by lone inventors

tend to receive 72% more citations than other patents. In contrast, patents created

by nine inventors on average are ranked around 65% in terms of citation (about 7%
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Figure 3.16: Relationship between team sizes and citation and disruption. Green
lines are measured by the left y-axes, which represent the percentile of mean CD5

indices. Red lines are measured by the right y-axes, which gauge the mean citation
percentile of the year. Color bands represent 95% confident intervals. Only teams
with no more than ten inventors are shown in this figure because such criteria cover
more than 99% of patents in each AI subdomain.

lower than patents by lone inventors).

Nevertheless, it can be observed from several panels (A, B, D, E, and F) that

while the green line does decline at the beginning, it appears to increase at the end,

where the team size is equal to ten. The data presented in this chapter shows very

few patents in each AI subdomain created by teams of ten (mostly 0.4%). Therefore,

such drastic fluctuation at the end may result from a lack of data points.

In addition, such a “large-teams-develop-and-small-teams-disrupt-AI” phenomenon

can be inferred from extreme cases where patents are ranked among the top tiers in

either citation or disruption. Figure 3.17 illustrates the relative ratios of the top-5%

105



2 4 6 8 10
team size

1.0

1.5

2.0
R

el
at

iv
e 

ra
tio

A. All artificial intelligence

2 4 6 8 10
team size

1.0

1.5

2.0

R
el

at
iv

e 
ra

tio

B. Knowledge processing

2 4 6 8 10
team size

0.5

1.0

1.5

2.0

R
el

at
iv

e 
ra

tio

C. Planning control

2 4 6 8 10
team size

0.0

0.5

1.0

1.5

R
el

at
iv

e 
ra

tio

D. Machine learning

2 4 6 8 10
team size

0.5

1.0

1.5

R
el

at
iv

e 
ra

tio

E. Vision

2 4 6 8 10
team size

0.5

1.0

1.5

R
el

at
iv

e 
ra

tio

F. AI hardware

2 4 6 8 10
team size

0

1

2

R
el

at
iv

e 
ra

tio

G. Speech

2 4 6 8 10
team size

0

1

2

R
el

at
iv

e 
ra

tio

H. Natural language processing

2 4 6 8 10
team size

0

2

4

6

8

R
el

at
iv

e 
ra

tio

I. Evolutionary computation

Top 5% disruption Top 5% citation of the year

Figure 3.17: Relative ratios of the top 5% hit rates in terms of disruption (green
lines) and citations (red lines) by team size. Gray lines represent relative ratios equiv-
alent to the background, namely 5%. In other words, a relative ratio of 2 regarding
disruption indicates 10% of patents are ranked in the top 5% in terms of their CD5

indices. Only teams with no more than ten inventors are shown in this figure because
such criteria cover more than 99% of patents in each AI subdomain.

hit rates in terms of citation percentile of the year (red) and disruption percentile

(green). The grey lines represent the constant background hit rate, which in this

case equals 5%. A relative ratio of 2 with a background hit rate of 5% can be in-

ferred as 10%, which indicates that 10% of the patents in the category in question

are ranked in the top 5% of all patents across categories. Again, a notable general

pattern can be observed from the panels of Figure 3.17 — red lines tend to trend

upwards while green lines decline as team size grows. For instance, Panel A indicates

that AI patents created by lone inventors have a lower probability of being ranked in

the top 5% among all the AI patents granted in the same year in terms of citations
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but a higher probability of being ranked highly in disruption. On the contrary, an

AI patent by a ten-people-team can be expected to have a 10% probability of being

ranked in the top 5% (twice as the background hit rate) in terms of citation. In

subdomains like speech and NLP, such citation hit rates of ten-people-teams are even

higher (around 14%, almost three times the background hit rate). However, when it

comes to disruption, a team with seven people would only have a 3% hit rate, much

lower than the background hit rate (5%). Such an observation is generally consistent

across AI subdomains, except evolutionary computation (Panel I), which has very

low patent counts.

A detailed breakdown by percentiles regarding citations and disruption of AI

patents by teams of different sizes can be found in Appendix K. In the two figures

in Appendix K, patents in each AI subdomain are binned into twelve categories by

their citation percentile or disruption percentile (see the legends). Areas colored blue

represent patents ranked in the lower half, and red areas represent patents in the upper

half in terms of percentile. A general and clear trend can be observed from Figure

K.1 that red areas tend to expand as team size grows from one to ten, indicating that

patents by larger teams tend to receive more citations. An opposite but weaker trend

can be observed from Figure K.2 — blue areas tend to occupy larger space as team

size grows, indicating that larger teams tend to produce less disruptive patents.

Origination Patents Have Smaller Teams, While Refinements Have Larger

Teams

I find that origination patents tend to be produced by smaller teams, while refinement

patents tend to be invented by larger teams.

Appendix J shows that different AI subdomains tend to have similar distributions

regarding team sizes — the mean value and median value of team sizes are both
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Figure 3.18: AI patents’ team size distribution categorized by the sources of tech-
nological novelty.The height of the bars represents the percentage of patents in the
category produced by a specific size of teams. For instance, in Panel A, the leftmost
blue bar is about 42%. It indicates that about 42% of origination patents in AI are
produced by lone inventors or teams of one.

around three, and the most frequent team size is two. However, different sources of

technological novelty are observed with significantly different distributions in terms

of team size, as shown in Figure 3.18.

In almost every panel in Figure 3.18 (except Panel I), origination patents (blue

bars), which are associated with the highest novelty, are the most skewed. Lone

inventors produce around 40% of origination patents, and less than 30% of origination

patents have two inventors. Only 4% origination patents are brainchildren of teams

with more than five people. Patents of novel combinations (orange bars), which

combine new components with existing ones, are less skewed than origination patents
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but more skewed than patents of combinations (green bars) or refinement patents (red

bars). The percentages of lone inventors and two-people teams in novel combination

patents are close to each other, around 25%. In machine learning and computer

vision, two-people teams account for a higher proportion than lone inventors.

In the cases of combination patents or refinement patents, about 20% of patents

are produced by lone inventors, invariably lower than two-inventor teams (around

25%). About 10% patents of combinations or refinements are produced by teams

larger than five people, more than twice than that of origination patents.

In general, panels in Figure 3.18 illustrate that origination patents have a much

higher percentage (nearly twice) that of lone inventors and a much lower percentage of

larger teams. In contrast, patents of combinations and refinements, which are low in

novelty, have a lower percentage of lone inventors and a higher percentage of patents

produced by large teams.

It is also evident from Table L.1 in Appendix L that regardless of subdomains

(except evolutionary computation), the team sizes of AI patents of originations (mean

2.21 and median 2) are always smaller than refinement patents (mean 2.98 and median

3).

Evidence shows that novel AI patents (originations) tend to have smaller teams,

while conventional AI inventions (such as refinements) tend to have larger teams.

However, the above analyses cannot be simply translated to “smaller teams tend

to originate while larger teams tend to refine AI patents” because the probability of a

patent being an origination is invariably and substantially lower than other categories,

although the “origination chance” of a team of one is indeed higher than a team of

ten. As shown in Appendix M, especially Figure M.2, which shows the percentage

of patents with four sources of technological novelty in patents produced by different

sizes of teams, the composition of the four categories remains relatively stable across
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different sizes of teams. For instance, in panel A, a team of one has almost the same

chance as a team of ten of producing a refinement patent (about 50% probability, as

shown in the red area).

I plotted the relative ratio of the percentage of AI patents belonging to the four

novelty categories (see Figure M.3). A relative ratio that equals one indicates the

background value if the percentage is evenly distributed across different team sizes.

Most panels in Figure M.3 except for Panel I (evolutionary computation), show that

the blue line (origination patents’ relative percentage) declines as team size grows,

indicating that smaller teams have a higher chance than larger teams of producing

origination patents. For example, in the subdomain of knowledge processing (Panel

B), 2% of patents created by lone inventors are categorized as origination patents. At

the same time, such a percentage drops to only 0.5% in patents produced by teams

of ten inventors. However, no visually obvious pattern for the other three categories

can be observed.

To conclude, this chapter found that AI patents with high originality tend to be

produced by smaller teams, while larger teams often create AI patents that refine

existing technologies. In addition, smaller teams (particularly lone inventors) have a

slightly higher chance of producing highly original AI patents. However, the prob-

ability of the other three categories remains relatively stable across different team

sizes.

3.5.7 AI Patents Compared to AI Publications

Chapter 2 investigated the characteristics of AI publications and how they are

related to AI publications’ scientific impact. I found that AI publications are driven

heavily by conventional combinations of existing knowledge, and such publications are

also the most impactful. This chapter presented how novel, disruptive, diverse, and
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impactful AI patents are and how team sizes may relate to those features. Again, the

analysis in this chapter found that AI patents are low in novelty. AI inventions rely

heavily on refining existing technical components rather than introducing radically

new capacities. In short, AI’s knowledge creation has not deviated from traditional

practices and is not radically different from the incremental manner in which science

and technology have been advancing historically.

Nevertheless, what can be found if comparing AI patents with AI publications?

What can this comparison inform us about the unique characteristics of AI knowl-

edge and invention and innovation in general? This section compares two novelty

taxonomies on AI patents and AI publications (Knowledge Recombination Taxonomy

and Technological Novelty Taxonomy) to characterize the way new knowledge has

been created in the field of AI over the past decades.

Broader Science, Deeper Patenting

Although the number of journals referenced by AI papers (green dash line in Panel

C of Fig. 3.19) has been invariably lower than the number of technology codes

assigned to AI patents (solid green line), the number of combinations in AI papers

(dashed orange line) has been continuously higher than technology code pairs in AI

patents (solid orange line). This difference underscores a more substantial extent

of knowledge combination or exploitation in AI research than in AI patenting. It

is not surprising that, more journal articles are commonly referenced in a research

article than the number of technology codes assigned to a patent. This observation

is again demonstrated in Fig. 3.20. The left panel shows the distribution of the

number of technology codes assigned to each AI patent. In contrast, the right panel

shows journal articles referenced by each AI publication. Half of AI publications

reference more than 23 journal articles, while half of the AI patents have less than
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Figure 3.19: (A) Time series of the natural logarithm of the number of AI patents
(orange) and AI publications (blue) compared to inventive activity in general — the
green line represents scientific publications recorded in WOS Core Collection (1946–
2020), and the red line represents utility patents granted by the USPTO (1963–2020).
(B) Time series of AI inventions (patents and publications) compared to inventive
activity in general, normalized using Equation 3.2. (C) Time series of the cumula-
tive number of knowledge quanta, their pair-wise combinations, and their theoretical
bounds (TB, computed using Eq. 3.3) in AI inventions. For patents, knowledge
quanta are technology codes, while in publications, cited journals. (D) Scatter plot
between the cumulative knowledge quanta and their pair-wise combinations in AI
inventions.

four technology codes. Journal articles may cite any influence on an author’s thinking,

including articles with whose contents the author may disagree. The number of patent

claims may constrain the number of its technology codes. It limits the technology

codes to the number of technologies that define in the inventor’s monopoly property

right, a far smaller number than may be cited found in a patent’s prior art citations.

The set of n technology codes classifying a patent’s technologies or the set of n

journal articles referenced by a publication is referred to as an n-tuple. The size of

an n-tuple offers an estimate of how many technologies are combined in an inven-
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Figure 3.20: Distributions of knowledge n-tuple size of each AI patent or publication.
The left panel shows the distribution of the number of technology codes assigned to
each AI patent. Blue histograms represent the distribution of CPC subgroups (full-
digit codes), and orange represents the distribution of distinct CPC subclasses (4-
digit codes). Only inventive CPC codes are counted. Additional codes are excluded.
The right panel shows the distribution of the journal articles referenced by each
AI publication. Blue histograms represent the number of referenced journal articles
regardless of whether they are published in the same journal(s). Orange histograms
represent referenced journals that are distinct. In other words, if multiple referenced
articles are published in the same journal, the are counted as one “distinct journal.”

tion. Nevertheless, as discussed in Section 3.4.3, it is meaningful to distinguish broad

combinations from deep combinations (Strumsky and Lobo, 2015a; Youn et al., 2015)

because they differ significantly in the faculty, cost, and risk involved in the inventive

process. A deep combination refers to a pairing of technologies that are close to each

other and usually engages less inventive effort to combine, for instance, a keyboard

and a mouse. Otherwise, a combination can be considered broad if the two compo-

nents are more distant in subject matter, for instance, a cancer drug and a quantum

computer. In the context of patents, two technological components that belong to

two different CPC subclasses (4-digit codes) are considered distant. Otherwise, they

are considered closely related to each other. In the context of publications, two refer-

enced journal articles published in the same journal are considered as closely related
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and two articles published in different journals as distant in terms of knowledge.

Figure 3.20 shows the distributions of the number of distant technologies com-

bined in each AI patent or AI publication (orange histograms) as compared to the

distributions of the sizes of n-tuples (blue histograms). In both panels, a significant

extent of deep combinations can be implied because the orange histograms represent-

ing broad combinations are considerably more centered towards the left, with much

higher peaks and fewer spreads. It suggests that a substantial proportion of knowl-

edge combinations in AI are deep. Eighty percent of AI patents combined multiple

technologies. However, as high as 44% of those multi-coded AI patents have all their

involved technologies belonging to the same fields, indicating deep combinations. On

the other hand, on average, 27.4 journal articles are referenced in AI publications,

about 40% of them are published in the same journals as the rest, and only 16.1

distinct journals are cited on average. Nevertheless, the less significant discrepancy

in the right panel implies that AI research tends to combine more broad knowledge

than AI patents. Therefore, AI science is broader, while AI patenting is deeper.

Incremental Advances

The results of the two taxonomies implemented on the two datasets are shown in

Table 3.2. I found that AI publications and AI patents have remarkably similar com-

positions in Knowledge Recombination Typicality Taxonomy. AI invention consists

mainly of incremental advances that combine existing knowledge in conventional ways.

It is demonstrated by the large share of Accepted Wisdom that are highly conventional

and low in novelty, and it occupies almost half of AI inventions. Avant-Garde that is

highly novel and less conventional takes slightly smaller but still considerably large

proportions (over 30%). Darwin’s Tower and Platypus have the smallest shares. This

suggests that regarding knowledge recombination, AI inventions are driven by incre-
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Table 3.2: Percentage Composition of Knowledge Recombination Taxonomy and
Technological Novelty Taxonomy applied to AI patents and AI publications.

Knowledge-Recombination Taxonomy

AI Patents AI Publications

High

Novelty

Avant Garde

32.1%

Darwin’s Tower

11.8%

High

Novelty

Avant Garde

34.7%

Darwin’s Tower

11.5%

Low

Novelty

Platypus

11.4%

Accepted Wisdom

44.7%

Low

Novelty

Platypus

7.4%

Accepted Wisdom

46.4%

Low

Conventionality

High

Conventionality

Low

Conventionality

High

Conventionality

Technological Novelty Taxonomy

AI Patents AI Publications

Combining New

Knowledge

Originations

0.99%

Novel Combinations

8.6%

Combining New

Knowledge

Originations

0.08%

Novel Combinations

6.11%

Combining No

New Knowledge

Combinations

40.19%

Refinements

50.22%

Combining No

New Knowledge

Combinations

73.55%

Refinements

20.26%

mental improvements built on solid foundations of conventional knowledge, followed

closely by inventive activities emphasizing relatively new combinations.

Notwithstanding, AI patents and AI publications resemble each other less in Tech-

nological Novelty Taxonomy, as shown in the second part of Table 3.2. In AI patents,

refinement patents take the largest share (over 50%), followed closely by combination

patents (over 40%). On the other hand, in the case of AI publications, about 74% are

combination patents while only 20% are categorized as refinements. This difference

underscores that AI patents and publications diverge in their source of technological

novelty. While an approximately equal amount of technological novelty in AI patents

is from exploiting existing combinations and exploring new ways of combining existing

components, AI publications are more heavily sourcing their novelty from the latter.

Nevertheless, AI patents and AI publications indeed share one similarity – neither of

them draws much novelty from radically new elements that have never been observed
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in AI before, as indicated by the small shares of novel combinations and originations.
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Figure 3.21: The time series of category compositions of Knowledge Recombination
Taxonomy and Technological Novelty Taxonomy on AI patents and publications. The
two panels on the top represent Knowledge-Recombination Taxonomy implemented on
AI patents and AI publications, respectively. The two panels at the bottom represent
Technological Novelty Taxonomy implemented on AI patents and AI publications,
respectively.

I further explored the time series of the two taxonomies on new AI patents and

AI publications published each year. The results are shown in Fig. 3.21. (I note

that Panel C of Figure 3.21 is the same as Panel A of Figure 3.4 and Panel B of

Figure 3.21 conveys the same message as Figure 2.10.) Inventions in Darwin’s Tower

(orange bars in Panels A and B in Fig. 3.21) that mix novel combinations with con-

ventional pairings were suggested previously to create the most impactful scientific

knowledge (Mukherjee et al., 2016). However, Darwins’ Tower inventions appear

to be contributing insignificantly to the growth of AI inventions because they have
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been diminishing steadily to a small proportion since the 1980s. Instead, this re-

search found that the two leading forces of AI inventions are Accepted Wisdom (red)

and Avant-Garde (blue), of which the typicality characteristics interestingly differ

from each other drastically, the former featuring low novelty and high convention-

ality, while the latter mixing high novelty with low conventionality. The rising of

Accepted Wisdom is particularly substantial and appreciable in AI publications. In

2020, around half of AI publications are Accepted Wisdom. It is consistent with

observations that many recent AI research are focusing on tweaking existing mod-

els rather than introducing revolutionary ideas, and recent development in AI has

been arguably believed to neither gain sufficient robustness nor achieve substantial

improvement in their performances regarding practical applications (Marcus, 2018,

2020; Hutson, 2020). The second largest category is Avant-Garde, primarily drawing

on novel combinations with little conventional pairing. Its share has been somewhat

stabilized in AI patents, if not growing, despite a slightly decreasing in AI publica-

tions. The dynamics between Avant-Garde and Accepted Wisdom may suggest that

Avant-Garde is one of the sources of Accepted Wisdom as the creation of radical

novelty, and its transitioning into conventional knowledge happens in a similar pace.

The result of Technological Novelty Taxonomy shows that Originations and Novel

Combinations (blue and orange bars respectively in Panels C and D of Fig. 3.21),

the two categories that involve new technological capacities have been diminishing

in the recent decades to a point where they almost disappear, although they used to

be a considerable force in the early days of AI. Refinements (red) and combinations

(green) thrive in AI patents with approximately equal momentum. Nevertheless, in

AI publications, Combinations have been taking over most new publications in the

recent four decades, with Refinements remaining consistently around 25%. This result

shows that technological novelty that roots in exploiting existing knowledge without
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introducing new capabilities has become dominant in AI inventions. In addition, AI

publications have been introducing more novel combinations than AI patents.

The results of the two taxonomies are consistent in describing exploiting and refin-

ing existing knowledge as the most significant force that drives AI invention. Much

of the technological novelty, particularly in AI publications, has been increasingly

coming from discovering new ways of combining existing knowledge rather than in-

troducing radically new technological capacities.

Novelty is Better Rewarded in AI Patenting than Publications
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Figure 3.22: Percentage of count and citations of each category of the two tax-
onomies of AI patents and AI publications.

As discussed in Chapter 2, from the perspective of Knowledge Recombination

Taxonomy, AI publications of Accepted Wisdom that tend to combine conventional

pairs of knowledge receive more citations and thus are more impactful (see Panel B of

Figure 3.22). However, in the case of AI patents (Panel A), although the composition

of the four categories is considerably similar to AI publications, as demonstrated by

the similar heights of blue bars in Panels A and B in Figure 3.22, patents of Avant
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Garde that feature combinations of novel pairs clearly have gathered more citations

on average than other three categories, demonstrated by the higher orange bar than

the blue bar.

In Panels C and D of Figure 3.22, in which the results of Technological Novelty

Taxonomy are presented for AI patents and publications, respectively, patents of

novel combinations (the third group) have substantially more citations (pink bar) on

average than other categories.

Such observation offers a shred of preliminary evidence that novelty in AI patents

is likely to be better rewarded by citations than novel AI publications because it

appears that categories that feature novelty tend to receive higher citations in AI

patents than they would in AI publications.
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Figure 3.23: Composition of each category in different percentile groups of AI
patents or publications ranked by annual citations. The x-axes represent the per-
centile groups of AI patents or publications ranked from the top. In other words, the
more left a group, the higher it is ranked. Each bar represents the proportion of the
corresponding category in the percentile group it belongs. For example, the leftmost
blue bar in Panel A indicates that among the AI patents that are ranked in the top
0.1%, more than 40% are categorized as Avant Garde. Panel B is the same as Figure
2.11.
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To examine whether the above observation is robust, it is reasonable to investigate

two aspects of the relationship between taxonomic categories and citations. The first

aspect is scrutinizing the category composition in each tier of AI patents or publica-

tions regarding citations. The second aspect is to observe how much percentage in

each category can be ranked in the top tiers regarding citations and to compare such

percentages to the background percentages.

Figure 3.23 presents the results of the first aspect. In each panel of Figure 3.23,

the x-axis represents groups of AI patents or publications grouped by their percentiles

in terms of annual citations (calculated by Equation 2.2). Each bar represents the

percentage in the group categorized into the corresponding taxonomic type. For

instance, the leftmost blue bar in Panel A indicates that among the AI patents ranked

in the top 0.1% in terms of annual citations, more than 40% are categorized as Avant

Garde. (I note that Panel B is the same as Figure 2.11.)

As Panel B of Figure 3.23 shows, the percentage of Accepted Wisdom publications

(red) increases in higher-ranked groups while Avant Garde (blue) decreases, demon-

strated by the red bars on the left being taller than the ones on the right. In the top

0.1% of AI publications, more than 60% are Accepted Wisdom, and only less than

20% are categorized as Avant Garde. An even smaller proportion (around 11%) of

this top group of AI publications are Darwin’s Tower. However, AI patents (Panel

A) present an opposite pattern — in higher-ranked groups, Accepted Wisdom (red)

decreases and Avant Garde (blue) increases. In the top 0.1% AI patents, more than

40% are Avant Garde, and around 36% are Accepted Wisdom. Similarly, in Panel C,

the percentage of refinement patents (purple) decreases in higher-ranked tiers while

novel combinations (green) clearly increase. However, in the case of AI publications

(Panel D), no clear pattern can be observed.

This indicates that in AI patents, the taxonomic categories that feature nov-
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elty (Avant Garde and novel combinations) often account for a higher percentage

in higher-ranked groups regarding citations. On the contrary, in AI publications,

highly impactful publications comprise mainly conventional combinations of previ-

ous knowledge. Novel combinations show a much weaker presence in highly-ranked

groups regarding citations.
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Figure 3.24: Top 0–10% hit rate of each category in AI patents and publications
compared to the background. The dashed gray line in each panel represents the
background hit rate that allows y = x.

The second aspect (hit rates) can be investigated by examining Figure 3.24, in

which the hit rate of each category (y-axes) is compared with the background hit

rate (x-axes) in terms of annual citations. The panels in Figure 3.24 only select the

background hit rates up to 10%. The dashed gray line in each panel represents the

background hit rate if hit patents or publications are distributed evenly across the

four categories. (The full range hit rate plots can be found in Appendix P.)

Panel B of Figure 3.24 shows that AI publications categorized into Accepted Wis-

dom have the highest hit rate in the top 10% in terms of annual citation. In other

words, by combining conventional knowledge pairs rather than novel pairs, an AI
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publication has a higher chance (about 13%) of receiving a citation count that would

allow it to be ranked in the top 10% among all patents granted in the same year. On

the other hand, AI publications that are categorized into the other three types have

much lower hit rates. Only about 7% of Avant Garde publications are ranked among

the top 10%, lower than the background hit rate (10%). However, in AI patents,

novelty appears to be better rewarded as the blue line (Avant Garde) is the steepest

among the four. The red line (Accepted Wisdom) is the flattest, indicating that Avant

Garde that features highly novel combinations have a higher hit rate than patents

featuring conventional combinations.

Similarly, from the perspective of technological novelty, AI patents that feature

new components combined with existing ones (novel combinations, shown as the green

line in Panel C of Figure 3.24) have a significantly higher hit rate than the other three

categories. Twenty percent of AI patents of novel combinations are ranked in the top

10% of annual citations. Only around 7.5% AI patents of refinement (purple line

in Panel C) are ranked in the top 10%. Interestingly, the hit rate of AI patents of

origination (red line in Panel C) rises from the lowest among the top 5% to the second

highest among the top 10%. In the case of AI publications, novel combinations again

have the highest hit rate, but it is much lower than AI patents of novel combinations.

While 20% of AI patents of novel combinations are ranked in the top 10%, the top

10% hit rate for AI publications of novel combinations is only 12.5%.

Therefore, it can be inferred from previous analyses that citations better reward

AI patents featuring novel combinations of knowledge than AI publications. In AI

publications, novelty sometimes imposes a penalty in its subsequent impact, particu-

larly the ones with radically new ideas. A novel AI patent is more likely to be cited

highly, while a conventional AI publication has a higher chance of becoming a hit

paper.
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Growing Conventionality and Diminishing Novelty
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Figure 3.25: Time series of (A) TN , or tail novelty feature of AI publications, (B)
TN of AI patents, (C) TC, or the tail conventionality features of AI publications,
and (D) TC of AI patents. In each panel, the solid and the dashed line represent
the year’s median and mean values, respectively. The different shades of the bands
around the solid line, from dark to light, encompass the values fifth, tenth, twenty-
fifth, and fiftieth percentiles. It is worth noting that in panels A and B, a higher tail
novelty feature typicality is associated with lower novelty.

As discussed in Chapter 2, Knowledge-Recombination Taxonomy offers two mea-

sures (TN and TC) for each invention to describe its tendency to combine novel or

conventional pairs of previous knowledge. Fig. 3.25 shows the time series of such

two measures for new AI patents and AI papers each year. It is worth noting that in

Panels A and B, the higher the TN value, the lower the novelty.

In AI publications, the mean and median values of conventionality (Panel C)

are continuously increasing while the median novelty (Panel A) has been invariably

declining. It indicates that AI scientific research has become more conventional and

less novel from 1976 to 2020.

123



In the case of AI patents (Panels B and D), a similar trend of increasing conven-

tionality and declining novelty can be observed until the early 2010s, when a reversed

trend began. Mean conventionality dropped with median conventionality plateaued,

and novelty increased temporarily. This glitch by no means coincidentally synchro-

nizes with the establishment of the Mayo/Alice test, a test practiced by the USPTO

and the Federal Circuit that substantially increased the difficulty of AI-related patent

applications to be granted, increasing invalidation and rejection for software patents

(Tran, 2016; Saltiel, 2019; Toole and Pairolero, 2020). Although the Mayo/Alice test

did not affect the growing trend of AI patents, it altered how AI patent applications

are written and might have encouraged a certain level of novelty in AI inventions or

at least prompted inventors to find new ways of drafting AI patents, bringing in an

increase in novelty and a decrease in conventionality.

An alternative interpretation of the increased novelty and stagnation of conven-

tionality in AI patents in the 2010s can be partly credited to the fact that many new

machine learning techniques, such as deep neural networks, started to gain momen-

tum in the 2010s because of the increased availability of large training data, better

hardware, and improved algorithms.

Searching Slowing Down

Given the assumption that invention (the creation of new knowledge) is primarily

driven by the combination of existing knowledge, a patent can be considered as a

combination of technologies represented by technology codes and a scientific publica-

tion as a combination of units of knowledge represented by referenced journals. Thus,

the numbers of technology codes covered by AI patents and the number of referenced

journals in AI publications offer a glimpse into the expansion of scale and diversity of

AI methods, techniques, and applications that have been recognized and classified to
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date. Panel C of Fig. 3.19 shows the time series of the cumulative number of technol-

ogy codes and referenced journals in AI (green), the cumulative number of code-pairs

and journal-pairs in AI (orange), and the theoretical bound of combinations given

the stock of prior codes or journals (blue). The theoretical bound is the number of

possible pair-wise combinations given the number of elements, including self-pairs. It

shows how big the search space is for discovering combinations of knowledge given

the finite size of knowledge stock. Theoretical bound (TB) is computed through

Equation 3.3:

TB =
n× (n+ 1)

2
(3.3)

where n denotes the cumulative number of knowledge units, in other words, the

number of journals referenced by AI publications or the number of technology codes

assigned to AI patents.

The three time-series for AI patents (solid lines in Panel C of Figure 3.19) and

AI publications (dash lines) have progressed at very similar growth rates since the

middle 1980s, implying that inventive activities in AI may share a common under-

lying generating process for both scientific inquiry and industrial patenting. The

theoretical bound is constrained by the cardinality of the known nodes, journals, or

technology codes, in the search space (solid and dashed green lines); the search space

will grow as long as new nodes are introduced. Thus the theoretical bound repre-

sents the growth of the current search space of combinations (solid and dashed blue

lines). The cumulative counts (solid and dashed orange lines) track how effectively

researchers and inventors search that set of possible combinations. If the theoretical

bound expands faster than the cumulative count, then the space of possibilities ex-

pands faster than the space can be searched. Conversely, if the lines are parallel or

converging, researchers and inventors search the space at a proportional or faster rate
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than the space is expanding. The plots demonstrate that although the search space’s

growth rate has slowed, the current search space of combinations is still expanding

faster than it is being searched.

Panel D of Figure 3.19 show how AI knowledge combinations are growing with

the knowledge quanta. As the cited journals in AI publications and technology codes

in AI patents grow, the natural logarithms of journal pairs and code pairs increase

almost linearly with the natural logarithms of the number of journals and codes.

Nevertheless, the blue dots and orange dots in Panel D both appear to be trending

with increasing growth rates, as demonstrated by the slight super-linearity at the end.

3.6 Discussion

AI patents have grown significantly faster than utility inventions in general since

1976. The most robust growth momentum can be observed in knowledge processing

and planning, the two AI subdomains featuring symbolic representations of human

knowledge. While the number of technical components involved in AI has also in-

creased substantially, the technical fields, as recorded in the 4-digit technology codes,

only grew slightly since the 2000s, if not remained stable, indicating that the growth

of AI inventions is driven by the fragmentation of specific technological ingredients

rather than the expansion to new technical fields.

AI patents increasingly source their novelty from refining existing technologies or

combining existing technologies in new ways rather than introducing new capacities.

Highly original inventions have become increasingly rare. Contrary to anticipation,

inventions in many AI subdomains have a higher refinement and narrow invention

rates than utility patents in general, indicating a low novelty. However, domains

like machine learning and computer vision are exceptions and appear more novel

than utility patents. Nevertheless, the refinement and narrow invention rates in AI
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subdomains have declined since the early 2010s. It may imply that AI patents are

becoming more novel in the recent decade.

Moreover, regarding the technical fields involved in the patents, AI inventions

appear less diverse than utility patents in general. AI patents are increasingly con-

centrated in a few technical fields, such as electric digital data processing, graphical

data reading, and speech analysis. By 2020, around 80% AI patents are engaging with

technologies that belong to only 5% of the fields. It implies that AI inventions have

not diffused sufficiently into other technical fields. It challenges the notion that AI is a

general-purpose technology incorporated into almost every aspect of society. At least

at this moment, AI has not become a general-purpose technology. The pattern ob-

served in the past four decades (increasingly lower novelty and higher concentration)

also indicates that AI may not quickly become such a general-purpose technology.

Regarding the disruption to the knowledge networks, AI patents display no sig-

nificantly different pattern than utility patents in general. Like utility patents, AI

patents are becoming less disruptive. Highly disruptive patents are rare. The highly-

disruptive rate in AI inventions is even lower than in utility patents.

I find that AI patents that combine existing technologies in new ways tend to

receive more citations. Nevertheless, AI patents that are highly original disrupt sub-

sequent technological paths to a substantially greater extent. This suggests that

novelty is associated with disruption, and incremental advancements are more likely

to be built upon by future inventions with further incremental advancements.

I also investigated how AI patents rely on scientific knowledge created with the fed-

eral government’s help. AI inventions rely more heavily on public support than inven-

tions in general. Private corporations are the primary actors who utilize government-

supported science to invent AI. Machine learning and computer vision are the two

AI subdomains with the strongest reliance on public support. It has been reported
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previously that government-supported patents appear to receive more citations than

others. Further evidence provided in this chapter has shown that such an observation

also holds in AI patents. Nevertheless, AI patents created without public support

appear more disruptive than those with public support. However, public-supported

AI patents have a much higher chance of becoming top-ranked in disruption.

Recent studies in the science of science have provided evidence supportive of the

arguments that large teams develop and that small teams disrupt science and tech-

nology. I found this argument holds in the domain of AI. AI inventions created by

larger teams tend to receive more citations. On the other hand, AI inventions pro-

duced by smaller teams, particularly those by lone inventors, although relatively low

in citations, are more disruptive and more likely to become top-tier in disruptiveness.

Furthermore, this chapter found that highly original patents tend to be produced

by lone inventors. Small teams also have a slightly higher chance of producing highly

original patents. As team size grows, the level of novelty in the patents they create de-

clines. A possible interpretation could be that because individual inventors’ personal

knowledge stocks may not completely overlap, more knowledge could be brought to

the invention as team size grows. Appendix N shows that larger teams have a higher

chance of producing patents that involve more technical fields or components and vice

versa. However, a larger previous knowledge space is not necessarily associated with

more novel ideas. On the contrary, the more people and knowledge engaged in an

invention, the more difficult it is to reach a consensus on formulating radically novel

ideas because it is easier to pick from the vast options from existing knowledge stock

and combine or integrate them.

Moreover, this chapter compared the results of AI patents and AI publications.

Based on an examination of publications and patents,this chapter finds that both pub-

lishing and patenting output related to AI have grown exponentially and markedly
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faster than scientific publishing and patenting in general. Exponential growth is ob-

served in the number of new AI patents and AI publications created each year and

in the cumulative scale of their knowledge stock and combinations. AI invention

(as revealed through patenting) is found to be advancing at a faster pace than in-

ventive activities in general. Overall, the rapid progress in both AI science and AI

patenting primarily depends on the conventional combination of existing knowledge.

This is evident from the trend that AI invention is increasingly composed of existing

knowledge combinations rather than the generation of entirely new ideas, methods,

or technologies. This approach aligns with the historical evolution of science and

long-standing patterns of technological change (Kuhn, 1962; Strumsky and Lobo,

2015a; Lobo and Strumsky, 2019; Ridley, 2020; Barham, 2013). I provide evidence

for continuous growth in conventionality and a diminishing degree of novelty over the

years, with a temporary exception in AI patents, possibly due to a change in software

patenting policy. Nevertheless, radical novelty has been rare in either AI publications

or AI patents, although it used to be the primary driving force in the early years of

AI.

Despite these similarities, AI publications and AI patents differ in what knowledge

is combined, how they are combined, and their source of novelty. AI publications

often combine more pieces of distinct knowledge than AI patents, although knowledge

stock in AI research is smaller in scale. In addition, the knowledge combined in AI

publications tends to be more topically distant than that in AI patents, indicating

combinations in AI research are broader, and those in AI patents are deeper. The

findings suggest that AI research often engages in greater exploitation of existing

knowledge and is less shy about connecting distant intellectual spaces. Furthermore,

AI science tends to discover more new ways of combining existing knowledge, while

AI patenting often finds its novelty rooted in refining conventional combinations.
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Notwithstanding the transformative potential of Artificial Intelligence, the creation

of new knowledge in the AI field is not significantly different from the history of

other inventive activity. Despite the many promises that AI will transform the entire

process of invention and innovation, AI invention is proceeding in an incremental and

cumulative manner, exploiting existing knowledge and discovering new knowledge by

combining existing ones in new ways.

Nevertheless, novelty is better rewarded in AI patents than in AI publications,

demonstrated by the observations that top-cited AI patents have a higher percentage

of patents that feature novel combinations and AI patents featuring novel combi-

nations are more likely to become top-cited. At the same time, AI publications

combining conventional knowledge pairs account for a higher percentage of top-cited

groups of AI publications and have a higher hit rate in terms of citations. Such a

discrepancy of preference in citations between AI patents and AI publications can

be partly credited to the different purposes, intentions, and practices of citations be-

tween patenting and scientific publications. An invention requires a certain level of

novelty that differentiates it from its prior art to be eligible for a patent. A patent

cites a previous patent primarily to disclose the most closely-related technologies in

previous patent record and to “inform the patent owner and the public in general that

such patents or printed publications are in existence and should be considered when

evaluating the validity of the patent claims” (USPTO, 2015a). The more a patent

is cited, the more subsequent inventions are built upon or significantly resemble it.

Therefore, a citation received by a patent is less a recognition of the invention’s merit

or a direct aid in creating a new invention. Rather, it signifies the patent’s potential

to inspire future improvements. It is not uncommon that an inventor is not aware

of, let alone that they are inspired by, the patent cited as a prior art, particularly in

cases where the citation is made by the patent examiners. Therefore, a patent that

130



opens up new technological paths and thus is novel is likely to be cited. On the other

hand, a citation made by a publication to a previous publication often indicates the

latter is recognized as impactful to the production of the new knowledge contained

in the new publication, or at least it is worth mentioning or acknowledging due to

its merit. An article, of course, requires a certain level of novelty to be appreciated

by the reviewers during the publication process. However, the novelty required for

a “publishability” does not necessarily pertain to the same patenting standards. A

journal often publishes different types of articles, including but not limited to original

research papers, research notes, discussion papers, analyses, reviews, and perspective

articles. Different reviewing and editing processes apply to different types of articles.

Different journals may have different criteria regarding the number and format of

citations. Therefore, there is an incentive for authors to cite specific journals or arti-

cles to ensure conformity to accepted norms of the research community of the fields

— to “cite inside the box.” Accordingly, this discrepancy between AI patents and

AI publications can also be considered generalizable to patents and publications in

general, regardless of domain.

The present study has several limitations. Firstly, the scope of the AI publication

dataset is limited by the keywords searched on the Web of Science and includes only

publications that either are in English or have their metadata translated into English.

AI research in non-English-speaking countries has been increasing, most notably in

China. Although the dataset serves as a representative sample of AI publications

worldwide, it can be improved by incorporating additional keywords, such as those

that capture the latest emerging progress in searching and including publications in

languages other than English. Secondly, the typicality and novelty of AI invention are

assessed solely within the domain of AI. However, a knowledge combination considered

typical in AI can be considered atypical in other domains and vice versa. Therefore,
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the findings of this study can be broadened by implementing the same methods in

other inventive domains and comparing them with AI.

The findings of this study advance our understanding of the generative processes

driving the development of a field proclaimed as having the potential to transform

technological and societal development. Perhaps, the way novelty has been generated

in AI is very much consistent with how inventive novelty has been created in many

other fields and over the history of human invention. Therefore, it is not foolhardy

to expect AI’s continued development to conform to how other technological domains

have matured. This understanding can inform and temper expectations regarding

what to expect in the continued progress of Artificial Intelligence.
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Chapter 4

AN ANALYTICAL FRAMEWORK TOWARDS BETTER UNDERSTANDING

OF FIRMS’ COMBINATORIAL INVENTION IN KNOWLEDGE ACCESS AND

KNOWLEDGE DISCOVERY

4.1 Introduction

Inventions have been conceptualized as generating new and useful combinations

of existing knowledge. The search for combinatorial components is often classified

into local and distant searches. There are organizational and industrial aspects to

such local and distant search decisions. Nevertheless, it is unclear how organizational

and industrial boundaries affect those searches and how knowledge is combined. Fur-

thermore, how the distinction between exploitation and exploration is represented

and reflected in such organizational combinatorial inventions is inadequately docu-

mented nor quantified across these domains. To bridge those epistemological and

empirical gaps, this chapter develops an analytical framework — the Combinatorial

Exploitation and Exploration (CEE) framework. The CEE framework provides math-

ematical formulations and quantifies organizations’ combinatorial exploitation and

exploration in three dimensions — knowledge access, inventive outcome, and knowl-

edge discovery. The CEE framework measures organizational inventive activities with

eight variables that assess the extent to which organizations have exhausted their pos-

sible combinations rather than merely counting the number of patents. This chapter

explores the application of the CEE framework through a case study using patent

records in artificial intelligence (AI) granted by the USPTO. The case study addresses

how the CEE framework can be used and visualized to improve our understanding

133



of organizational inventions and industrial development and inform decision-making.

Through this application of the framework, this chapter found that AI organizations

tend to prefer exploitative over exploratory invention. The CEE parameters clearly

illustrate the preferences of different organizations over time. The CEE framework

represents one of the first attempts to conceptualize and quantify organizational ex-

ploitative and exploratory inventions. It opens up opportunities for future research

agendas.

Maintaining an appropriate balance between exploitation and exploration has long

been considered critical to the long-term inventive success of organizations. How are

exploitation and exploration reflected in the combinatorial search for new inventions?

Specifically, how do researchers in an organizational setting combine existing knowl-

edge to create new inventions given the exploration-exploitation trade-off? A better

understanding of organizational search would help researchers assess organizations’ in-

ventive activities and choices and inform policymakers and investors’ decision-making.

Technological inventions have been conceptualized as combinations of existing

technologies (Becker, 1982; Edquist and Johnson, 1997; Youn et al., 2015; Uzzi et al.,

2013). The process of creating new knowledge can be considered as searching in the

space of possible combinations to discover new and valuable combinations (Wagner

and Rosen, 2014; Kauffman et al., 2000; Maynard, 2020). New knowledge can be

created de novo, but this is considered very infrequent in the history of science and

technology (Arthur, 2009; Wootton, 2015).

Nevertheless, the mechanism of combinatorial invention occurring in an organi-

zational setting is not well elucidated, nor is the phenomena of search as an organi-

zational phenomenon well documented. Despite rich bodies of literature that delve

into the exploitation and exploration of organizational inventions and treat invention

as a search for combinatorial possibilities, very few studies have integrated the two
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perspectives. The theoretical and empirical gaps have resulted in an inadequate un-

derstanding of combinatorial organizational search and an insufficient measurement

toolkit for quantifying organizational inventions beyond merely counting the number

of outputs (such as publications or patents). Addressing such gaps would be helpful

for researchers in evolutionary economics, industrial innovation, strategic manage-

ment, and policymakers in organizations and governments.

The present discussion aims to connect two of the most prevalent perspectives

on technological search by developing an analytical framework — Combinatorial

Exploitation and Exploration (CEE) Framework — that measures organizations’

knowledge access, inventive outcome, and knowledge discovery in the context of com-

binatorial inventions. The proposed CEE framework distinguishes two types of knowl-

edge boundaries: the organizational (or local) level and the industrial (or global) level.

Measurements of inventive activities provided by the CEE framework are constructed

beyond merely counting the number of certain types of patents. The framework con-

siders two measurement issues — to what extent an organization has exhausted its

possible knowledge combinations and how combinatorial search by different organi-

zations can be compared over time.

To illustrate the usefulness of the proposed CEE framework and what novel in-

sights it can offer, it is applied in the context of inventions in artificial intelligence (AI),

a highly innovative and diverse technical field. Preliminary findings are presented re-

garding the inventive preferences of several organizations engaged in AI patenting.

Specifically, I quantified the degree to which each AI organization has explored its

potential combinatorial space. Intertemporal and inter-organizational comparisons

are drawn. The case study in AI patenting shows that AI organizations engage in

exploitative search much more than exploratory search. AI organizations tend to ex-

ploit local knowledge more than the global knowledge pool. The CEE framework is
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also found to be able to illustrate individual organizations’ long-term inventive pref-

erences — the exploitation of local knowledge often slows down as an organization

remains active in inventing. In contrast, exploratory activities tend to grow grad-

ually if not stabilized. Inventions that broaden the global knowledge boundary are

the least produced. Organizations dedicated to scientific research (such as univer-

sities and research institutes) demonstrate stronger preferences for exploration than

for-profit companies. In addition, the quantifiability of the CEE framework allows it

to be adaptable for studying the geography of inventive activities. Several prelimi-

nary investigations are presented to show how organizations in different states in the

U.S. and different countries worldwide differ in their tendencies for exploitative or

exploratory inventions.

4.2 Research Question

I set out to address the following research questions.

1. Research Question 1: How can organizations’ exploitative and exploratory

search be measured to reflect the extent to which organizations have exhausted

the space of their possible combinations of knowledge across organizational and

industrial boundaries?

2. Research Question 2: How can the measures constructed in RQ1 be visualized

to better inform organizations’ inventive competence and policy-making?

3. Research Question 3: How can the proposed framework be tested with empirical

data? What insights can be obtained?
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4.3 Literature Review

4.3.1 The Combinatorial Nature of Invention

Inventions have been considered as new re-combinations of existing product fac-

tors that drive economic development (Schumpeter, 1934; Becker, 1982; Edquist and

Johnson, 1997). As Brian Arthur (2009) put it, “technologies are combinations,”

and novel technologies are constructed from existing ones. Evidence from the patent

record and scientific publications have been reported to support “combinatorics” be-

ing a fundamental nature of invention and innovation and an essential source of

novelty in technological change (Youn et al., 2015; Uzzi et al., 2013; Strumsky and

Lobo, 2015a; Mukherjee et al., 2016).

Nevertheless, as the pool of technological knowledge grows, the number of possible

combinations can increase exponentially. Among the sheer number of possible combi-

nations, only the ones believed to be somewhat valuable would be created, adopted,

and diffused (Maynard, 2020). Therefore, the process of inventions can be concep-

tualized as solving an optimal search problem over a space of possible combinations

of technologies constrained by the resources available. This search process involves

value judgment and cost assessment (Kauffman et al., 2000; Macready et al., 1996;

Wagner and Rosen, 2014).

4.3.2 Exploitative and Exploratory Search in Organizational Inventions

James March (1991) documented two types of organizational search — “the explo-

ration of new possibilities and the exploitation of old certainties” — between which

an appropriately-maintained balance is essential for the survival and prosperity of

an organization (Gong et al., 2021). March (1991) explained exploration as “things

captured by terms such as search, variation, risk-taking, experimentation, play, flexi-
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bility, discovery, innovation,” and exploitation involves things like “refinement, choice,

production, efficiency, selection, implementation, execution.”

Local search or exploitative search, defined by March (1991), is the type of knowl-

edge creation that strongly depends on and builds upon the organization’s previous

knowledge. Local search has been considered and empirically observed as one of

the most fundamental mechanisms of organizational R&D (Nelson and Winter, 1982;

March, 1991; Stuart and Podolny, 1996; Rosenkopf and Nerkar, 2001). Organizations’

preference for local search over non-local search can be explained by organizational

routines that function to produce similar responses to frequently encountered situa-

tions (Nelson and Winter, 1982). Furthermore, local search likely results in a higher

success rate in domains where the organization has accumulated experience and prior

knowledge (Stuart and Podolny, 1996). Nevertheless, exploratory search that ad-

vances beyond local search and brings in new knowledge across boundaries has been

suggested to be essential for organizations’ sustainable competitive advantage (Kogut

and Zander, 1992; Henderson and Cockburn, 1994).

A rich body of literature was established, and a consensus has emerged that a

balance between exploitative and exploratory search should be maintained to im-

prove the performance of organizations (Benner and Tushman, 2003; McGrath, 2001;

Gupta et al., 2006). Some scholars extend the original model, which is agent-based

with either further simulation (Gong et al., 2021), theoretical development like am-

bidexterity (Andriopoulos and Lewis, 2009), or characteristics observed in the real

world, such as network structures (Fang et al., 2010; Lazer and Friedman, 2007), in-

terpersonal learning, and tacit knowledge (Miller et al., 2006). Others aim to apply

such models in an empirical context, such as the IT industry and oil industry (Wang

and Hsu, 2014; Dixon et al., 2007; Geiger and Makri, 2006).

There have been intentions to capture how organizations reconfigure their knowl-
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edge bases through local and non-local searches. Kogut and Zander (1992) investi-

gated how firms apply current and acquired knowledge across organizational bound-

aries. Henderson and Cockburn (1994) examined “architectural competence” that

enables firms to acquire knowledge across organizational and disciplinary boundaries.

Kauffman et al. (2000) formalized a quantitative notion of technology distance and

simulated firms’ strategy of searching for optimal improvement given their technology

landscape. Rosenkopf and Nerkar (2001) introduced a typology that recognizes firms’

local or non-local search tendencies. They defined two dimensions of boundaries —

organizational and technological boundaries — upon which four types of search are

formulated.

4.3.3 Knowledge Production Function

The classic knowledge production function in Economic studies can be summa-

rized as a statement that researchers use the existing knowledge base to create new

knowledge, and new knowledge, in turn, is incorporated into the knowledge base and

serves as an ingredient for future discoveries (Romer, 1990; Jones, 1995; Agrawal

et al., 2018). This function is illustrated in Figure 4.1 as the two solid boxes at the

bottom — Existing Knowledge Base (A) (excluding the internal dotted box) and

New Knowledge (Ȧ) — and the two solid arrows between them. Mathematically, new

knowledge can be expressed as a function of existing knowledge (Equation 4.1).

Ȧ = f(A) (4.1)

However, this knowledge production does not capture the combinatorial nature of

inventions. Therefore, Agrawal et al. (2018) extended this model by adding an inter-

mediary step that illustrates the possible new combinations of the existing knowledge

base. This intermediate step is shown as the box at the top of Figure 4.1 with the
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text “Potential Combinations (Z)” (excluding the four dotted internal boxes). This

extended model is completed by linking “Potential Combinations” with the exist-

ing knowledge base and new knowledge using dashed arrows as well as the two new

functions (Equation 4.2 and 4.3).

Z = g(A) (4.2)

Ȧ = h(Z) (4.3)

The knowledge production model of Agrawal et al. (2018) recognizes the fact that

as the knowledge base grows, only a fraction of potential combinations is considered

valuable and hence being explored and potentially incorporated into the future knowl-

edge base, allowing for further investigations into the extent to which a society has

exhausted its potential combinations and the pace the space of potential combinations

is traversed.

In their model, Agrawal et al. (2018) further defined a knowledge access parameter

ϕ to control the amount of knowledge each individual researcher has access to, which

is denoted as Aϕ where A represents the total stock of knowledge of the society

(presumably 0 < ϕ < 1). Then, the total number of potential combinations of a

given individual research i can be computed as:

Zi =
Aϕ∑
a=0

(
Aϕ

a

)
= 2A

ϕ

(4.4)

where a denotes the number of components combined at a time and a = 0, 1 . . . Aϕ.

Agrawal et al. (2018) also extended the model by considering research teams in ad-

dition to individual researchers.
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Figure 4.1: Combinatorial knowledge production models. Solid boxes and arrows
represent the classic Romer/Jones knowledge production function. Dashed arrows
represent the components extended by Agrawal et al. (2018) with the consideration
of potential combinations of existing knowledge. The model developed in this chapter
(Combinatorial Exploitation and Exploration, or CEE framework) further extends
the previous models with the parts encapsulated in dotted boxes. The CEE frame-
work extends the existing knowledge production function by considering two levels
of knowledge boundaries (organizational or local boundaries and industrial or global
boundaries) and two types of knowledge discovery (exploitation and exploration).

4.4 Framework Development

To further our understanding of organizational knowledge access and knowledge

discovery and characterize organizational exploitative and exploratory invention to a

finer granularity, an analytical framework that extends existing models of knowledge

production functions is proposed. Our proposed framework is named CEE framework,

acronym for “Combinatorial Exploitation and Exploration.”

The CEE framework complements previous knowledge production models in the

following ways, and they are illustrated in Figure 4.1 with dotted boxes. First, this

research distinguishes two levels of boundaries for “existing knowledge base” — or-

ganizational or local knowledge base and global knowledge base, which are laid out
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in the dotted box inside the solid box at the lower right corner with the text “Exist-

ing Knowledge Base (A)”). Depending on the analysis scale, global knowledge could

refer to the knowledge pool of an industry, a region, or a country. Secondly, the

CEE framework categorizes “Potential Combinations” into four types according to

the boundary (local or global) where the combinatorial components locate. The four

types of potential combinations are shown in the four dotted boxes inside the solid

box at the top with the text “Potential Combinations (Z).” How the four types of

potential combinations are computed and how they relate to previous models can be

found in the dotted boxes at the right of Figure 4.1. Thirdly, the CEE framework

distinguishes four types of new knowledge discoveries described in the dotted box on

the left in Figure 4.1.

Three domains are quantitatively measured by the CEE framework: knowledge

access, inventive outcome, and knowledge discovery. A total of eight measurements

for these three domains are constructed. They are described in detail in the following

sections. A summary of the three domains and their eight measurements can be found

in Table 4.1.

4.4.1 Organizational Knowledge Access

Patents, Technology Codes, and Code Pairs

Patents have been considered an indication of innovation and invention. Thus, patent

data is often used to study innovation in organizations and societies, given that it

contains the information of invention itself and the combinatorial characteristics of

inventions (Youn et al., 2015; Strumsky and Lobo, 2015a; Lobo and Strumsky, 2019).

While a patent per se represents a stand-alone invention, it can be considered a

combination of smaller technological components (Arthur, 2009). In the language of
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patents, those components are often embodied in the technology codes assigned to

each patent for classification purposes.

Patent offices around the globe have formulated several classification systems to

identify the technical components found in each patent. Those classification systems

usually consist of symbols or codes, each describing a specific technological compo-

nent and collectively forming a nested, hierarchical structure. These symbols are

referred to as “technology codes.” One of the most widely-used classification systems

is the Cooperative Patent Classification (CPC) system developed by the European

Patent Office (EPO) and the USPTO, and it has been used by many major patent

offices around the world (USPTO, 2021b). Each full-digit CPC code is a symbol

containing several levels of hierarchical information, including section, class, group,

and subgroup. For instance, the CPC code “G03H 1/0011” consists of section “G”

(physics), class “03H” (holographic process or apparatus), main group “1/00” (holo-

graphic processes or apparatus using light, infra-red or ultra-violet waves for obtaining

holograms or for obtaining an image from them), and subgroup “1/0011” (for security

or authentication) (USPTO, 2022a). Therefore, collectively, the code “G03H 1/0011”

describes a technical component of holographic process or apparatus using light for

security or authentication.

Each patent is assigned at least one CPC code to specify its technical content.

The first one in the code sequence of a patent or the primary code is selected to

“most completely cover[s] the technical subject matter” (USPTO, 2015b). A patent

has at least one mandatory “inventional” CPC code that describes novel technical

component(s) disclosed in the patent. A patent could also have one or more optional

“additional” CPC codes to describe the non-trivial components that are not necessar-

ily novel (USPTO, 2015b). This study does not differentiate between inventional and

additional codes, nor does it distinguish primary codes from the rest because they all
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describe essential technical components included in patents.

Researchers often use technology codes to study the technical information of

patents and their combinatorial characteristics because they represent the building

blocks of each patent (Youn et al., 2015; Strumsky and Lobo, 2015a; Lobo and Strum-

sky, 2019). Building upon such reasoning, this chapter considers three levels of anal-

ysis “quanta” or units of knowledge recorded in patent record — the invention level

that concerns each patent as a unit, the technological component level that recognizes

each technology code (e.g., CPC code) as a unit, and the combinatorial level that con-

siders each combination of technology codes as a unit (this study only considers the

pair-wise combinations or combinations of two). A combination is formed when two

technology codes are listed in the same patent.

Assume a patent p is associated with a set of technology code TCp (which refers

to “Technology Code”), then, the set of code combinations TCPp (which refers to

Technology Code Pair) can be described with Equation 4.5:

TCPp =

(
TCp
2

)
=

{
{a, b} | a, b ∈ TCp

} (4.5)

Note that a set is unordered, and each element is unique. Therefore, assumptions

{a, b} = {b, a} and a ̸= b apply to Equation 4.5. I assume a patent with only one

code does not combine technologies and has zero code combinations.

Suppose we have a set of patents denoted using the capital letter P , and each

patent is associated with a set of technology codes. Then, TCP or the set of technology

codes associated with the patent set P can be described as the union of all the

technology code sets associated with all the patents in the set P (Equation 4.6):

TCP =
⋃
∀p∈P

TCp (4.6)
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where TCp denotes the set of technology codes associated with the patent p (p ∈ P ).

Similarly, the set of technology code pairs associated with set P can be expressed as:

TCPP =
⋃
∀p∈P

TCPp (4.7)

where TCPp is described in Equation 4.5.

Three Levels of Knowledge Access

I consider an organization as the boundary that sets the limit for the knowledge freely

accessible to researchers within the organization. That is to say, presumably, a re-

searcher is considered to have full and unrestricted access to the knowledge contained

in the patent pool owned by the organization.

Therefore, the three levels of knowledge unit described in Section 4.4.1 correspond

to three levels of knowledge access for researchers in an organization — the access to

patents, the access to technology codes, and the access to code pairs. The access to

patents describes how many inventions a firm has been granted with patents by the

patent office, indicating the accumulative outcome of its previous inventive efforts.

The access to technology codes represents the technological capacities a firm has

accumulated previously. Together with patent access, technology code access can

tell us how broad an organization’s technologies are. For instance, a firm with a

hundred patents and only three technology codes has a very focused and relatively

narrow direction when it comes to R&D. On the contrary, a firm that only has

ten patents yet with a hundred technology codes noticeably has been mobilizing a

relatively wide range of technical capabilities. In addition, the access to technology

code pairs illustrates a firm’s previous efforts of creating new knowledge through

combinatorial invention. For example, let us assume two firms (A and B) with ten

patents and ten technology codes. For firm A, each of its patents has only one code,
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while for firm B, each of its ten patents is assigned five codes. By definition, the two

firms would share the same degree of access to patents and technology codes. However,

firm B has higher access to code pairs and combines technologies to a greater extent

than firm A.

Although researchers have often utilized patent count as a proxy to describe or-

ganizations’ inventive activities and competence, technology codes and their combi-

nations are less explored regarding their explanatory power in describing and char-

acterizing organizational invention. Nevertheless, the number of patents alone is not

informative enough regarding how its inventive activities evolve compared to other

firms in the same industry. It tells us nothing about how the organization combines

existing knowledge to create new ones. It is necessary to redefine measurements

that gauge organizations based on their previous capacities against their cohorts and

capture the combinatorial behaviors in inventing.

Building upon the knowledge production model extended by Agrawal et al. (2018)

where a knowledge access parameter of an individual ϕ is defined as the power of the

total knowledge stock (as in Ai = Aϕ), three knowledge access parameters are defined

in similar ways to measure the three levels of knowledge access. For the organization

i in the year t, the three knowledge access parameters are described as follows:

• ϕP , or patent access parameter satisfies Equation 4.8, where Pi,t−1 denotes the

set of previous patents granted to organization i up to but not including year t

while Pt−1 denoting the set of previous patent grants globally (or industry-wide,

depending on the scale of the analysis) up to year t:

|Pi,t−1| = |Pt−1|ϕP,i,t (4.8)

• ϕTC , or technology-code access parameter satisfies Equation 4.9, where TCi,t−1

denotes the set of previous technology codes accumulated in organization i up
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to year t (i.e., on the local scale) and TCt−1 denotes that on the global scale:

|TCi,t−1| = |TCt−1|ϕTC,i,t (4.9)

• ϕTCP , or technology-code-pair access parameter satisfies Equation 4.10, where

TCPi,t−1 denotes the set of previous technology code pairs accumulated in or-

ganization i up to year t and TCPt−1 denotes the set of previous technology

code pairs accumulated up to year t on the global scale:

|TCPi,t−1| = |TCPt−1|ϕTCP,i,t (4.10)

Then, for an organization i in year t, its patent access parameter ϕP,i,t, technology

code access parameter ϕTC,i,t, and code-pair access parameter ϕTCP,i,t can be com-

puted using Equations 4.11, 4.12, and 4.13 respectively. The plus one transformation

in logarithms is necessary to avoid the undefined log 0.

ϕP,i,t =
ln (|Pi,t−1|+ 1)

ln (|Pt−1|+ 1)
, where

Pi,t−1 =
t−1⋃
n=1

Ṗi,n , and

Pt−1 =
t−1⋃
m=1

Ṗm =
t−1⋃
m=1

⋃
∀i∈Ḟm

Ṗi,m

(4.11)

where Ṗi,n denotes the set of new patents the organization i have been granted in

the year n; Pi,t−1 denotes the set of patents the organization i has accumulated in its

patent pool up through the year t−1, or up to but not including the year t, and |Pi,t−1|

denotes the cardinality of the set Pi,t−1, in other words, the number of accumulative

patents of organization i up to year t. Ṗm denotes the set of new patent grants of

the entire industry in the year m, Pt−1 denoting the set of patents the industry has

accumulated up through the year t−1. Note that the global scale does not necessarily
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mean worldwide; it could mean different scales depending on the scope of analysis,

for instance, an industry or a geographic area. Ḟm denotes the set of firms in the

industry that have patent grants in year m.

Likewise, technology-code access parameter ϕTC,i,t can be computed as:

ϕTC,i,t =
ln (|TCi,t−1|+ 1)

ln (|TCt−1|+ 1)
, where

TCi,t−1 =
t−1⋃
n=1

˙TCi,n , and

TCt−1 =
t−1⋃
m=1

˙TCm =
t−1⋃
m=1

⋃
∀i∈Ḟm

˙TCi,m

(4.12)

where TCi,t−1 denotes the set of distinct technology codes the organization i has

accumulated in its patent pool up through the year t− 1, while TCt−1 denoting the

accumulative set of technology codes on the global scale up to but not including the

year t. Therefore, |TCi,t−1|, or the cardinality of the set TCi,t−1, denotes the number

of distinct technology codes of i up to year t. At the same time, ˙TCi,n denotes the

set of technology codes that are involved in Ṗi,n, or the set of new patent grants of

organization i in the year n, while ˙TCm representing the set of codes found in Ṗm,

which is the set of new patent grants of all firms in the year m.

Similarly, technology-code-pair access parameter ϕTCP,i,t can be computed as:

ϕTCP,i,t =
ln (|TCPi,t−1|+ 1)

ln (|TCPt−1|+ 1)
, where

TCPi,t−1 =
t−1⋃
n=1

˙TCP i,n , and

TCPt−1 =
t−1⋃
m=1

˙TCPm =
t−1⋃
m=1

⋃
∀i∈F

˙TCP i,m

(4.13)

where TCPi,t−1 denotes the set of distinct pair-wise combinations of technology codes

the organization i has accumulated in its patent pool up through the year t−1, while
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TCPt−1 denoting the accumulative set of code pairs on the global scale up through

the year t− 1.

I note that the accumulative patent count up to a particular year equals the sum

of annual new patent counts of previous years, as expressed in Equation 4.14:

|Pi,t| = |
t⋃

n=1

Ṗi,n| =
t∑

n=1

|Ṗi,n| (4.14)

where Ṗi,n denotes the set of new patents granted to organization i in year n.

However, the equation does not hold for technology codes and code pairs because a

technology code or a code pair as a component of inventions rather than an invention

itself may repeatedly appear in future inventions after it is introduced to an organi-

zation. In other words, the intersection of two sets of technology codes of the same

organization in two different years is unlikely to be empty. Thus, the cardinality of

the generalized union of these sets should be smaller than the sum of the cardinality

of each set. This re-use of previous technologies is considered exploitation of existing

knowledge, and it is a common practice and highly prevalent in invention (Lobo and

Strumsky, 2019). The number of the accumulative technology codes or code pairs

should be equal to or smaller than the sum of the numbers of annual technology

codes or code pairs (as expressed in Equations 4.15 and 4.16 respectively).

|TCi,t| = |
t⋃

n=1

˙TCi,n|

=
t∑

n=1

| ˙TCi,n| −
t−1∑
n=1

t∑
m=n+1

| ˙TCi,n ∩ ˙TCi,m|

+ |
t⋂

n=1

˙TCi,n| ≤
t∑

n=1

| ˙TCi,n|

(4.15)

where ˙TCi,n denotes the set of distinct technology codes assigned to firm i in year n.

Similarly, Equation 4.16 can be inferred:
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|TCPi,t| = |
t⋃

n=1

˙TCPi,n| ≤
t∑

n=1

| ˙TCP i,n| (4.16)

where ˙TCP i,n denotes the set of distinct pair-wise combinations of technology codes

found in ˙TCi,n.

All three knowledge access parameters should be smaller than one and greater

than zero. Only in rare cases where the local knowledge set is equal to the global

knowledge set can the knowledge access parameter be equal to one. Suppose an

organization has no previous knowledge (patents), for instance, in the cases of start-

up firms or an established firm that just entered a new market. In that case, the

knowledge access parameters are equal to zero.

Distinguishing the three levels of knowledge access provides a more holistic de-

scription of an organization’s previous knowledge stock beyond merely counting the

number of patents. An organization with more patents does not necessarily have more

technology codes or code pairs representing technological capacities. The three knowl-

edge access parameters complement each other and could be helpful when assessing

the depth and breadth of organizations’ previous inventive activities.

4.4.2 Patent Grants as Inventive Outcome

The second domain of the CEE framework addresses how many new patents are

granted to an organization during a given year. Although critical about merely using

the number of new patents to assess an organization’s innovation competence, this

research recognizes that new patent grants are an informative indicator for inventive

outcomes. Here, the patent grant parameter ρi,t of firm i in year t is defined in

Equation 4.17:

|Ṗi,t| = |Ṗt|ρi,t , where 0 ≤ ρi,t ≤ 1 (4.17)
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Ṗi,t again denotes the new patent grants of firm i in the year t, while Ṗt denotes the

new patent grants of the entire industry in the year t. Then, ρi,t can be computed as:

ρi,t =
ln (|Ṗi,t|+ 1)

ln (|Ṗt|+ 1)
(4.18)

The patent grant parameter describes how many new patents a firm has been

granted in a year compared to the whole industry, capturing the relative inventive

outcome of an organization.

4.4.3 Organizational Knowledge Discovery

Inventive knowledge discovery can be conceptualized as a search process in the

space of possible combinations to identify valuable and new knowledge. Nevertheless,

this space of possible combinations is neither homogeneous nor isotropic to a given

organization at a given time. A technology that locates in one organization’s existing

knowledge stock may be considered hard to reach for another firm even if they are

in the same industry. For instance, “dropout,” a regularization method for training

deep neural networks, is described in a patent owned by Google (Hinton et al., 2016).

Hence, as a technical component, dropout is within Google’s local technological pool

but not in IBM’s knowledge stock. The resources (hardware, software, engineers, and

license) needed to implement dropout and combine it with other components to create

new inventions are more readily available for a Google researcher than a researcher

at IBM.

The resources required to combine combinatorial components differ significantly

depending on each component’s location in the technical landscape. In the exam-

ple of dropout, combining dropout with other technologies would be relatively more

straightforward for a Google researcher than for an IBM researcher.

Therefore, it is necessary to distinguish the knowledge discovery based on where
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the technical components are located and whether they are within or outside the

local or global boundary. Our CEE framework categorizes technology code pairs

formed by the patents granted to an organization during a period into four types —

local exploitation, local exploration, global exploitation, and global exploration, as

illustrated in Figure 4.2 and described as follows:

1. a local exploitation (LT) if both of the components exist in the organization’s

local knowledge pool;

2. a local exploration (LR) if one of the components exists in the local pool while

the other is in the global pool;

3. a global exploitation (GT) if both of the components exist in the global pool

but not in the local pool;

4. a global exploration (GR) if one of the components exists does not exist in the

local nor global pool, meaning it is completely new.

Each of the four types of code pairs can be described by a knowledge discovery

parameter that ranges between zero and one and that can be computed by considering

to what extent the space of theoretically possible combinations is searched. The four

parameters will be described in more detail in the following sections.

Local Exploitation: Utilizing What is Known

At any given time, the R&D team at an organization would likely exploit the previous

inventions in its local knowledge stock and the technical components contained in

those inventions. To combine locally existing components to create new inventions,

in other words, to search in the space for possible combinations of local technical

components, is relatively easy, given that the resources (for example, equipment,
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Figure 4.2: Four types of knowledge discovery — LT, LR, GT, and GR represent
local exploitation, local exploration, global exploitation, and global exploration, re-
spectively. A gray circle represents a piece of technology or a technology code in the
context of patents. A double arrow represents a connection between two technologies
formed through a co-existence in a patent.

human resources, and technical know-how) required for producing each component

likely exist in the organization already and are readily available to the researchers.

Much of the efforts would lie in estimating whether the possible combinations would

create additional values.

The proposed CEE framework identifies such a knowledge creation process by

searching the local knowledge pool as local exploitation, or LT for short. The new

knowledge created through local exploitation in year t, or the set of technology code

pairs made of previous knowledge in the local pool in the context of patents, is denoted

as ˙TCPLT,i,t.

Local exploitation can create new technologies upon existing ones by refining

previously successful products or expanding existing functionality to adapt to the

new market and business environment, improve product performance, and enhance

customer satisfaction to maintain or expand current market share and profit.

Local exploitation is bounded by the theoretical upper limit of possible combina-

tions of existing technology codes. Let ZLT,i,t denote the set of theoretically possible
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combinations, then,

ZLT,i,t =

(
TCi,t−1

2

)
=

{
{a, b} | a, b ∈ TCi,t−1

} (4.19)

where {a, b} is an unordered pair or a set of two distinct elements.

Therefore, ˙TCPLT,i,t can be considered the intersection of the set of code pairs of

organization i in year t and the set of its theoretically possible combinations of global

exploitation:

˙TCPLT,i,t = ˙TCP i,t ∩ ZLT,i,t (4.20)

Then, the cardinality |ZLT,i,t| can be seen as the theoretical bound of the knowl-

edge discovery through local exploitation. Because this research considers combi-

nations of two, such a theoretical bound equals the number of possible pair-wise

combinations between technology codes already existing in the local technology stock

up to year t. |ZLT,i,t| can be computed using Equation 4.21:

|ZLT,i,t| =
(
|TCi,t−1|

2

)
=

1

2
· |TCi,t−1| · (|TCi,t−1| − 1)

(4.21)

where TCi,t−1 denotes the set of previous local technology codes of organization i up

through the year t− 1.

I define χL,i,t, or the local exploitation parameter of firm i in the year t to describe

to what extent an organization i has exhausted the space of possible combinations

(Equation 4.22):

| ˙TCPLT,i,t| = |ZLT,i,t|χL,i,t (4.22)
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Where 0 ≤ χL,i,t ≤ 1. Then, we have:

χL,i,t =
ln (| ˙TCPLT,i,t|+ 1)

ln (|ZLT,i,t|+ 1)
(4.23)

where |ZLT,i,t| can be computed using Equation 4.21 and 0 ≤ χL,i,t ≤ 1. (Again, the

plus one transformation is necessary to avoid the undefined situation of log 0.)

Local Exploration: “Polishing My Jade with Your Stones”

In addition to local exploitation, researchers at an organization would often keep track

of the patents of their industrial cohorts, not only to maintain pace with state-of-the-

art techniques and obtain inventive inspiration (“stones from other hills may serve to

polish the jade of this one”1), but also to better anticipate future competitive prod-

ucts and market trends and help make middle- or long-term organizational decisions.

A researcher well-informed about industrial-wide patenting activities is likely able to

combine local components with technologies found in other organizations’ knowledge

pools. This type of knowledge discovery through combining a local component with a

component found in another organization’s patent pool is defined in the CEE frame-

work as local exploration, or LR for short. The set of code combinations created from

local exploration of firm i in year t is denoted as ˙TCPLR,i,t.

Let ZLR,i,t denote the set of theoretically possible combinations of local explo-

ration, then:

1“他山之石可以攻玉.” This quote is from Lesser Court Hymns, Shi-jing, or Classic of Poetry

(诗经), the oldest existing collection of Chinese poetry, dating from the 11th to 7th centuries BCE.

The meaning of this quote can be understood as that other people’s opinions can help us correct

my shortcomings and improve ourselves. It is quoted here to mean that technologies from other

organizations can be used to combine with ours to create new knowledge.
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ZLR,i,t =
{
{a, b} | a ∈ TCi,t−1 ∧ b ∈ (TCt−1 − TCi,t−1)

}
(4.24)

It can be inferred that:

˙TCPLR,i,t = ˙TCP i,t ∩ ZLR,i,t (4.25)

Then the theoretical bound of local exploration |ZLR,i,t| can be computed as the

product of the number of local codes and the global stock of technology codes exclud-

ing local codes. It can be expressed in Equation 4.26:

|ZLR,i,t| = |TCi,t−1| · |TCt−1 − TCi,t−1| (4.26)

where TCi,t−1 denotes the set of technology codes accumulated in organization i up

to but not including the year t, and TCt−1 denotes the set of global technology codes

in the industry up to the year t.

Therefore, a local exploration parameter ψL,i,t can be defined as:

ψL,i,t =
ln (| ˙TCPLR,i,t|+ 1)

ln (|ZLR,i,t|+ 1)
(4.27)

where |ZLR,i,t| can be computed using Equation 4.26 and 0 ≤ ψL,i,t ≤ 1.

Global Exploitation: Inventing with Others’ Knowledge

It is possible but often costs more than local exploitation or local exploration for a

researcher to combine two pieces of existing knowledge, neither of which is in the

local stock. I define this type of knowledge discovery as global exploitation or GT for

short. The combinations in the new patents granted in the year t that satisfy global

exploitation can be aggregated into a set denoted as ˙TCPGT,i,t.
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Let ZGT,i,t denote the set of theoretically possible combinations of global exploita-

tion:

ZGT,i,t =

(
TCt−1 − TCi,t−1

2

)
=

{
{a, b} | a, b ∈ (TCt−1 − TCi,t−1)

} (4.28)

It can be inferred that:

˙TCPGT,i,t = ˙TCP i,t ∩ ZGT,i,t (4.29)

Then its cardinality or the theoretical bound of global exploitation can be com-

puted as the number of possible pair-wise combinations of the difference between the

global set and local set, as expressed in 4.30:

|ZGT,i,t| =
(
|TCt−1 − TCi,t−1|

2

)
=

1

2
· |TCt−1 − TCi,t−1| · (|TCt−1 − TCi,t−1| − 1)

(4.30)

Likewise, the global exploitation parameter of firm i in year t can be defined as:

χG,i,t =
ln ( ˙TCPGT,i,t + 1)

ln (ZGT,i,t + 1)
(4.31)

where 0 ≤ χG,i,t ≤ 1.

Global Exploration: Reaching Uncharted Territory

The researchers at a firm may explore uncharted technical territories unknown to

themselves or their cohorts in the industry (or beyond). As a result, a brand new

technology may be combined with existing technology, or two new technologies may

be combined. I define such a combination that contains globally new component(s)

as global exploration.
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Occasionally, global exploration may result from serendipity, such as the discovery

of penicillin (Copeland, 2019). Notwithstanding, in most cases, global exploration is

motivated and planned, requiring a considerable amount of effort and resources but

may lead to expanding the knowledge boundary of the industry.

Let ZGR,i,t denote the set of theoretically possible combinations of global explo-

ration of organization i in year t. In this model, ZGR,i,t cannot be derived directly

from previous knowledge stock because it is largely impossible to predict what glob-

ally new knowledge will be created given existing knowledge. A workaround would be

to retrospectively approximate such a boundary with all possible combinations con-

taining at least one new technological component introduced in the year t (Equation

4.32). The set of globally new technology codes introduced in year t can be expressed

as TCt − TCt−1 or ˙TCt − TCt−1.

ZGR,i,t =
{
{a, b} | a ∈ (TCt − TCt−1) ∧ b ∈ TCt

}
(4.32)

Similarly,

˙TCPGR,i,t = ˙TCP i,t ∩ ZGR,i,t (4.33)

ZGR,i,t can be considered as the union of two disjoint sets, the first of which

contains the combinations of one within the global technology pool while the other is

a new technology. The second set consists of combinations, each of which both codes

are new. Therefore, as an alternative to Equation 4.32, ZGR,i,t can also expressed as

Equation 4.34,

ZGR,i,t =
{
{a, b} | a ∈ (TCt − TCt−1) ∧ b ∈ TCt−1

}
∪
(
TCt − TCt−1

2

)
(4.34)

Therefore, the theoretical bound of global exploration, or the cardinality of ZGR,i,t

can be computed as the sum of the cardinalities of the two sets, as described in
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Equation 4.35.

|ZGR,i,t| = |
{
{a, b} | a ∈ (TCt − TCt−1) ∧ b ∈ TCt−1

}
|+

(
|TCt − TCt−1|

2

)
= |TCt−1| · |TCt − TCt−1|+

1

2
· |TCt − TCt−1| · (|TCt − TCt−1| − 1)

(4.35)

It is worth noting that because in the model, the scope of global exploration is

irrelevant to the boundary of local knowledge stock, the theoretical bound of global

exploration should be the same for every firm in the industry (Equation 4.36).

ZGR,i,t = ZGR,j,t (∀ i, j ∈ F ) (4.36)

Therefore, the global exploration parameter can be computed using Equation 4.37.

ψG,i,t =
ln ( ˙|TCPGR,i,t|+ 1)

ln (|ZGR,i,t|+ 1)
(4.37)

where 0 ≤ ψG,i,t ≤ 1.

4.4.4 Characterizing Organizations’ Inventive Activity

To recap, this chapter has defined ϕP , ϕTC , and ϕTCP as the three knowledge

access parameters describing an organization’s accumulative stock of three levels of

knowledge units — patents, technology codes, and technology code pairs. In addition,

this chapter has defined ρ as the patent grant parameter to describe organizations’

inventive outcomes of a given year. As for knowledge discovery, depending on where

the combinatorial components locate, two analytical dimensions (exploitation vs. ex-

ploration, local vs. global) have helped identify four different types of knowledge

discovery — local exploitation ˙TCPLT of which the cardinality is bounded by |ZLT |,

local exploration ˙TCPLR bounded by |ZLR|, global exploitation ˙TCPGT bounded by

|ZGT |, and global exploration ˙TCPGR bounded by |ZGR|. A knowledge discovery
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parameter is defined for each of the four types of knowledge discovery — local ex-

ploitation parameter χL, local exploration parameter ψL, global exploitation param-

eter χG, and global exploration parameter ψG. A summary of the eight parameters

of the proposed framework and their symbols and definitions can be found in Table

4.1.

Table 4.1: Three Domains and Eight Measurements, and Their Definitions and
Equations Defined by the CEE Framework.

Domains Measurement Symbol Eq. What does it measure?

Knowledge

access

Patent access

parameter

ϕP,i,t 4.11 Patents an organization i has accumulated previously

(Pi,t−1) normalized by that of the whole industry (Pt−1).

Technology code

access parameter

ϕTC,i,t 4.12 Technology codes an organization i has accumulated previ-

ously (TCi,t−1) normalized by that of the whole industry

(TCt−1).

Technology

code-pair access

parameter

ϕTCP,i,t 4.13 Technology code-pairs an organization i has accumulated

previously (TCPi,t−1) normalized by that of the whole in-

dustry (TCPt−1).

Inventive

outcome

Patent grant

parameter

ρi,t 4.18 New patent grants of an organization i in a certain year t

(Ṗi,t) normalized by all the new patent grants of the indus-

try (Ṗt).

Knowledge

discovery

Local exploita-

tion parameter

χL 4.23 Combinations of which both components exist in local pool

( ˙TCPLR,i,t) normalized by the theoretical bound (ZLT,i,t

defined in Eq. 4.21).

Local exploration

parameter

ψL 4.27 Combinations of which one is in local pool, one in non-

local global pool ( ˙TCPLR,i,t) normalized by the theoretical

bound (ZLR,i,t defined in Eq. 4.26).

Global exploita-

tion parameter

χG 4.31 Combinations of which both components exist in non-

local global pool ( ˙TCPGT,i,t) normalized by the theoretical

bound (ZGT,i,t defined in Eq. 4.30).

Global explo-

ration parameter

ψG 4.37 Combinations that contain at least one globally new tech-

nology ( ˙TCPGR,i,t) normalized by the theoretical bound

(ZGR,i,t defined in Eq. 4.35).

For organization i in the year t, the set of possible combinations Zi,t can be

expressed as the union of the four types of possible combinations (Equation 4.38),
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which are disjoint.

Zi,t = ZLT,i,t ∪ ZLR,i,t ∪ ZGT,i,t ∪ ZGR,i,t (4.38)

Meanwhile, the set of combinations that are actually created in year t can also be

seen as the union of the four types of realized combinations (Equation 4.39), which

also should be disjoint.

˙TCP i,t = ˙TCPLT,i,t ∪ ˙TCPLR,i,t ∪ ˙TCPGT,i,t ∪ ˙TCPGR,i,t (4.39)

To illustrate an organization’s inventive behavior, to compare multiple organiza-

tions in the same year, or to compare an organization’s behavior in different years, a

type of visualization that can show multiple variables simultaneously would greatly

help convey the information obtained via the CEE framework. A multi-dimensional

radar chart (also known as the spider chart) with eight axes can be a great op-

tion. Radar charts have been commonly used for visualizing multivariate data in

two-dimensional space. They can overcome the problems many traditional graphic

methods have faced in displaying more than three variables (Porter and Niksiar, 2018;

He et al., 2021). Section 4.5 will demonstrate how to generate such radar charts to

convey the eight CEE parameters and how they can help illustrate organizations’

inventive behavior and preferences.

4.5 An Empirical Case: How AI Organizations Create Combinatorial Inventions

To test and validate the applicability of the proposed CEE framework and demon-

strate how it can help us understand organizations’ inventive behavior and inform

decision-making, the CEE framework is applied to patents and organizations in arti-

ficial intelligence (AI), a field that has been developing with considerable momentum
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and that has produced significant inventive outcomes. I selected AI to test the frame-

work not only because many AI inventions have been created but also because of

the rich diversity of the understandings, philosophies, and schools about what AI is,

whether it should be semantic or connectionist or hybrid, what the future direction of

AI should be, how it can become more robust, and how it can generate profits without

harming the society. The continuous investment from private and public sectors and

a lucrative market prospect have attracted many organizations, old and new, big and

small, in AI patenting. I believe these aspects of AI welcome innovation and have

created a testbed for various innovation studies.

AI can be considered a collection of techniques to learn insights from data and

make decisions automatically. Four general approaches of AI can be summarized —

thinking humanly, thinking rationally, acting humanly, and acting rationally, each

involving distinct philosophies and different techniques (Russell and Norvig, 2010).

The term AI was coined at the Dartmouth Conference in 1956, although its origin can

be traced back to earlier attempts such as the Turing Test (McCarthy et al., 1955;

Turing, 1950). AI in the 1960s and 1970s was featured with symbolic approaches

that attempt to mimic humans’ logic reasoning (Newell and Simon, 1976; Hauge-

land, 1985). In the 1980s, knowledge-based expert systems began to show promise

in solving real-world problems. They had attracted significant funding until their

failure to achieve satisfactory performance led to a deep disappointment followed by

a period referred to as the “AI winter” in the late 1980s and early 1990s (Kaplan,

2016; Russell and Norvig, 2010). In the 2010s, connectionism, an AI school rooted in

pioneering experiments by Frank Rosenblatt at Cornell University in the late 1950s,

gained fresh momentum because of the new development of computing hardware,

better algorithms, and the availability of large training data (Bishop, 2006). Modern

connectionist machine learning relies on artificial neural networks to learn insights
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from training data by minimizing loss functions. The neural networks with many

layers are called deep learning, and it has surpassed humans in many tasks, such as

recognizing faces, and playing Go (Lu and Tang, 2014; LeCun et al., 2015; Silver

et al., 2016).

Throughout its history, AI has been drawing knowledge and insight from various

areas, such as mathematics, cybernetics, psychology, biology, and cognitive science.

Meanwhile, a rich diversity of ideas and application scenarios can be observed in

AI. AI has been considered a “new method for invention” that would help generate

knowledge in many fields and a potential general-purpose technology expected to

affect every aspect of society (Agrawal et al., 2018; Cockburn et al., 2019; Brundage,

2019).

4.5.1 Data Collection

Figure 4.3: The process of constructing the AI patent dataset and serial AI assignee
dataset used in this study.

I constructed a dataset of AI patents using two sources — AI Patent Dataset
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(AIPD) released by the USPTO in 2021 (Giczy et al., 2021) and PatentsView open

data platform (Toole et al., 2021), an initiative supported by the Office of the Chief

Economist at the USPTO and that offers visualization, analysis, download, and other

utilization of patent data of USPTO (Toole et al., 2021; USPTO, 2022b). The AIPD

dataset was utilized to identify the patent numbers of AI patents, while PatentsView

was utilized for collecting bibliographic information of patents and information about

their assignees. An assignee is a person or organization that receives patent ownership

rights. The construction of the dataset was described as follows (see Figure 4.3).

First, the AIPD dataset was used to identify a set of patent numbers of AI patents.

In the AIPD dataset, each patent was assigned eight scores that ranged between zero

and one by a machine learning algorithm to predict how likely the patent can be

considered to belong to one of the eight AI subdomains, including machine learning,

natural language processing, and computer vision. In their subsequent research, re-

searchers at the Office of the Chief Economist of USPTO identified a patent as an

AI patent if at least one of its eight scores is higher than 0.5. That is to say, the

probability of the patent being an AI patent is higher than 50% (Toole et al., 2020).

This study sets the threshold of AI “likelihood” as 0.99 instead of 0.5. In other words,

this dissertation identifies a patent as an AI patent if at least one of its eight scores

is higher than 0.99. In total, 256,892 AI patents were identified.

Then, the bibliographic information of all patents granted from 1976 to 2021 was

bulk downloaded from PatentsView 2. Such data contains nearly eight million patents

(including 7.2 million utility patents) and detailed information, such as patent num-

ber, patent type (e.g., utility or design patent), date, abstract, title, and the number

of claims. Then, the patents corresponding to the patent numbers in the AI patents

dataset compiled in the previous step were selected. In addition, the patent-assignee

2https://patentsview.org/download/data-download-tables
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and assignee datasets were downloaded from PatentsView, the former of which pro-

vides the unique IDs of assignees associated with each patent. At the same time, the

latter matches the unique ID of each assignee with detailed information, including

the categorization, country, organization names, and others. The unique IDs of as-

signees were generated by the PatentsView team through a disambiguation method

(Monath et al., 2021). The categories of assignees include U.S. individuals, foreign

individuals, U.S. companies or corporations, foreign companies or corporations, U.S.

governments, foreign governments, and others.

4.5.2 Data Description

The AI patent dataset constructed as described in Section 4.5.1 contains 256,892

AI patents, their bibliographic information, including technology codes, and assignees’

information, such as names, organizations, and cities, if applicable. In total, 27,801

assignees have owned at least one AI patent from 1976 to 2020, of which 17,677

(64%) are U.S. companies or corporations, while 8,911 (32%) foreign companies or

corporations. In addition, there are 660 (2%) U.S. individuals and 318 (1%) foreign

individuals. Government agencies in the U.S. and other countries also produce AI

patents. The summary statistics of the main types of assignees can be found in

Appendix Q.

Figure 4.4 shows the growing trend of the number of assignees (Ḟt), patents (Ṗt),

technology codes ( ˙TCt), code pairs ( ˙TCPt), and the theoretical bound of pairs of

existing codes (Zt) in AI from 1976 to 2020. Here Zt can be considered the union of

the sets of possible knowledge discovery (except global exploration) of all AI firms up

to but not including the year t. It can be defined in Equation 4.40.
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Zt =

(
TCt−1

2

)
=

{
{a, b} | a, b ∈ TCt−1

}
=

t−1⋃
n=1

⋃
∀i∈Ḟn

(ZLT,i,n ∪ ZLR,i,n ∪ ZGT,i,n)

(4.40)
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Figure 4.4: Time series (semi-log) of the number of assignees (purple), patents
(red), CPC codes (green), CPC code-pairs (orange), and the theoretical bound of
CPC code-pairs (blue) in AI. As a comparison, the brown line shows the time series
of the number of new utility patents.

As shown in Figure 4.4, the numbers of assignees (purple line), patents (red line),

technology codes (green line), and code pairs (orange line) have all been growing

with significantly faster speed than utility patents in general, as shown as the brown

line in the figure that is relatively flat. One salient trait illustrated in the figure was

the slowing down of the growth of technology codes (green line). Since 2010, the

number of distinct or different technology codes involved in new AI patents has been

outnumbered by the number of AI patents. However, on average, each AI patent has

almost 6 CPC codes (see Appendix R, the summary statistics of CPC codes assigned

to each AI patent). It implies that new knowledge creation in AI in the recent decade
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or so has been relying more heavily on combining existing technological components

than introducing new ones.

By 2020, AI patents have included 46 thousand distinct CPC subgroups (i.e.,

full-digit codes), covering 566 CPC groups. The most frequent CPC codes include

G06Q30/02 (systems or methods of marketing research and analysis, survey, promo-

tion, and advertising), G06Q10/10 (office automation), G06N20/00 (machine learn-

ing), G06F16/9535 (search customization based on user profiles and personalization),

G06F16/951 (indexing and web crawling techniques). The CPC groups are one level

higher than the CPC subgroups, the lowest or the most granular level in the CPC

hierarchical scheme. The CPC groups that have observed the most AI patents include

G06F (electric digital data processing), G06Q (data processing systems or methods

specially adapted for administrative, commercial, financial, and related purposes),

H04L (transmission of digital information), G06K (graphic data reading). A total

of 2.1 million CPC pairs are identified in the AI patent dataset of this study. The

most-combined pairs include the combination of G06N3/0454 and G06N3/08, which

represent “neural network models using a combination of multiple neural nets” and

“learning methods” respectively, referring to machine learning methods using artifi-

cial neural networks. Another frequently combined pair consists of code G06N20/00

(machine learning) and G06N7/005 (computing arrangements based on probabilistic

networks), referring to methods of Bayesian machine learning.

On the assignee level, it is notable that, like many other previously-reported en-

deavors in science and technology, AI is a largely skewed domain (Albarrán et al.,

2011; Wang et al., 2022b). In other words, most assignees have very few AI patents,

while very few have been granted many AI patents. Our data shows that 16,212

(58%) assignees have only one AI patent. On the other hand, the top ten assignees3

3The top ten AI assignees recorded in the data include IBM, Microsoft, Google, Amazon, HP,
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(only accounted for 0.04% of all AI assignees) collectively own 63,810 (25.5%) of all

AI patents.
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Figure 4.5: Time series of the number of assignees that are granted AI patents in
each year (blue line, left y-axis), the number of new assignees (orange line, left y-axis),
and the percent of new assignees in all assignees of the year (red dashed line, right
y-axis). The same plots for utility patents in general and other technologies can be
found in Appendix T.

The number of assignees granted AI patents has been continuously growing since

1976. The decline in assignees in the mid-2010s has likely resulted from the establish-

ment of the Mayo/Alice test, a test practiced by the USPTO and the U.S. Court of

Appeals for the Federal Circuit that, in effect had caused an increase in invalidation

and rejection of software patent applications and after that that had been adjusted

(Tran, 2016; Toole and Pairolero, 2020; USPTO, 2014). After this brief decline, as-

signees have been experiencing a sharp boost. Nevertheless, this rise in assignees

appears to be driven by existing assignees that stay active rather than new assignees

that have never patented in AI before. This is evidenced by the fact that the percent-

age of new assignees has been steadily decreasing, from 70% in the 1980s to around

Oracle, Samsung, Facebook, Intel, and Apple.
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40% in 2020. However, compared to utility patents in general and several other tech-

nological domains that represent the frontier of science and technology (i.e., climate

change mitigation and adaptation technology or green technology, biotechnology, and

nanotechnology), AI has had the highest percentage of new assignees throughout the

years (see Appendix T).4 This implies that AI is still appealing to entrepreneurs

more than other domains, either through attracting existing organizations to invest

or establishing through new ventures.

4.5.3 Serial AI Assignees

In order to narrow down the dataset to a collection of organizations continuously

investing considerable resources into AI development, assignees of companies or cor-

porations are selected. It is worth noting that universities and research institutes

are categorized as companies or corporations. I select “serial AI assignees” in sub-

sequent analysis with the selected assignee dataset. A firm is considered a serial AI

assignee if it satisfies the following two conditions. First, its active year is equal to or

longer than four years. (The active year of an assignee is computed as the difference

between its first year and last year in the dataset plus one.) Secondly, its average

annual AI patent count is no less than four, computed as the total AI patent count of

the assignee divided by its active year. The flow chart in Figure 4.3 shows the data

collection and pre-processing.

The ultimate “serial AI assignee” dataset contains 482 organizations, including

4Green patents are identified by selecting the following CPC codes from utility patent dataset:

B60L, H02S, H01M, F03D, Y02A, Y02B, Y02C, Y02D, Y02E, Y02P, Y02T, Y02W, Y04S. The CPC

codes used to identify biotechnology patents include A01G, A01H, A61K, A61P, A61Q, B01F, B01J,

B81B, B82B, B82Y, C05, C07, C08, C09, C11, C12, C13, C25, C40, G01N, and G16H (USPTO,

2019). Nanotechnology patents are identified using the CPC code B82Y.
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332 U.S. and 150 foreign organizations. Regarding the types of organizations, there

are 466 for-profit companies, of which 325 locate in the U.S. In addition, there are

16 universities or research institutes,5 of which seven are in the U.S. The summary

statistics of selected variables of AI assignees are shown in Appendix U. By 2020, half

of serial AI assignees had more than 104 AI patents covering more than 264 distinct

CPC codes and forming more than 1,656 code combinations. IBM owns the most

AI patents (nearly 27 thousand). IBM also has AI patents involving the most CPC

codes (118 thousand codes in total and nearly 8,000 distinct codes).

Serial AI Firms’ Knowledge Access and Discovery

Subsequently, the eight CEE parameters for each assignee in each year are computed.

The summary statistics of the eight parameters of serial AI assignees in 2020 can

be found in Appendix W. The distributions of such eight parameters are shown in

Figure 4.6. Appendix Y shows the joint distributions of each pair of the eight CEE

parameters.

As a comparison, the distributions of the counts of patents, technology codes, or

code pairs corresponding to the eight parameters can be seen from Appendix X.

It can be observed from Appendix X that the distributions of counts per se are

incredibly skewed. Transforming the counts into the corresponding parameters (Fig-

ure 4.6) normalizes their distributions, allowing for more intuitive visual inspection

and further detailed investigation. It is worth noting that local exploitation parame-

ters are much more spread out and normal than the other three knowledge discovery

parameters. In addition, comparing the mean and median values of the four types of

knowledge discovery illustrates that in individual organizations’ inventive activities,

5An organization is identified as a university or a research institute if its name contains any of

the following terms — university, school, college, institute.
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Figure 4.6: Distribution of the three knowledge access parameters, inventive out-
come (new patents) parameter, and four knowledge discovery parameters of “serial”
AI firms in 2020.

local exploitation tends to be the most extensive among the four. It is followed by lo-

cal exploration and global exploitation. Global exploration is the inventive path that

is less traveled, demonstrated not only by the mean and median values of global ex-

ploration parameters being the smallest among the four types of knowledge discovery,

but also by the significant proportion of organizations (about 54% serial AI assignees

in 2020) having their global exploration parameters equal to zero. That is to say,

more than half of AI firms do not engage in any new technological components pre-

viously unknown to the field. This implies that exploiting the local technology pool

is the most common practice in AI development, while exploring uncharted territory

is rare, although not entirely absent.

Exploitative inventions often cost less than exploratory ones, especially in the

short term (Greve, 2007). Despite researchers’ suggestions that a balance between

exploitation and exploration must be maintained to improve the long-term perfor-

mance of organizations, it is not too hasty to infer that organizations that aim to
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maximize profit while reducing cost would likely demonstrate a stronger preference for

exploitation over exploration. Therefore, the extent to which organizations exhaust

exploitative possibilities is likely more remarkable than their pursuit of exploration. I

found that CEE parameters of AI organizations are consistent with such an inference

— among the four knowledge discovery parameters, the local exploitation parameter

tends to be larger than local exploration, which is greater than global exploitation,

which is greater than global exploration (see the summary statistics in Appendix W).

The time series of the eight CEE parameters of serial AI assignees is shown in

Panel A of Figure 4.7. Panel B of Figure 4.7 shows the relationship between the eight

parameters and how long an assignee has been in the AI industry, in other words,

the year since the first year each assignee started AI patenting. The two panels’ solid

lines represent the corresponding parameters’ mean values. The color bands represent

a 95% confidence interval. The dashed red lines in the two panels show the number

of assignees.
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Figure 4.7: Times series of the eight knowledge access and discovery parameters of
serial AI assignees from 1976 to 2020. The solid lines represent the mean values of
the corresponding parameters. Their error bands represent 95% confidence intervals.
The dashed red line represents the number of assignees (measured by the secondary
y-axes). The x-axis of Panel A is measured by the year from 1976 to 2020. The x-axis
of Panel B is measured by the year since the first year the assignee appears in the AI
patent dataset.

Panel A of Figure 4.7 illustrates that as more organizations (dashed red line) invest

in AI R&D, a typical organization has increasingly more access to AI knowledge, and
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this is true on all the three levels of knowledge units – access to patents (blue),

access to technology codes (orange), and access to code pairs (green). In addition,

such accessibility has been increasing even faster in the 2010s. Also, the extent to

which organizations exploit their local knowledge pool (purple line) has increased

drastically. However, the number of new patents owned by a typical AI organization

has remained relatively stable (red). AI organizations are tending to explore less

brand-new knowledge, as shown in the downward olive line.

Panel B of Figure 4.7 illustrates the relationship between the years since an or-

ganization’s first AI patent and its eight CEE parameters. It is noticeable that

although the number of AI organizations is growing over time, as described in the

last paragraph, the longer an organization remains active in AI patenting, the higher

the chance that it drops out, as shown in the downward-trending red dashed line in

Panel B. Regarding knowledge access, the three access parameters increase as the

organization remains active (blue, orange, green). Nevertheless, the growth rates of

the three knowledge access parameters tend to be fast during the first five years and

then slow down drastically, subsequently entering an almost linear growth (a Γ-shape

curve). Patent access parameters tend to grow slower than the other two initially,

but outpace technology code access parameters in a decade or two. This indicates a

non-trivial proportion of re-use of technology codes in creating new patents.

Contrarily, AI organizations’ new patent grant parameters (solid red line) are

relatively stable with a modest growth rate. A similar trend can be observed for

local exploration, global exploitation, and global exploration parameters. However,

it is not surprising that in terms of the extent of exhausting the search space, local

exploitation is more extensive than local exploration, global exploitation, and global

exploration. However, the local exploitation parameter of a typical AI organization

(purple line) tends to decline after the rapid increase during the first several years,
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indicating an inventive behavior favoring exploratory combinations. A slow increase in

local exploitation parameters can be observed after twenty to thirty years of remaining

active. This implies that when a firm first enters the AI industry, it often enters with

a relatively focused vision and often exploits its local knowledge pool to the greatest

possible extent during the first several years. After that, if it remains active in AI

patenting, it prefers to engage in more exploratory activities, such as combining local

knowledge with components found in other firms’ repositories.

4.5.4 Visualizing the CEE Framework

This section offers three examples of how the CEE framework can inform individ-

ual organizations’ inventive activities. The first example in Section 4.5.4 demonstrates

that radar charts with eight dimensions can present multiple sets of CEE parameters

of different organizations at a given time to compare their inventive behaviors. The

second one in Section 4.5.4 exemplifies how to use radar charts to track short-term

changes in the inventive activities of individual organizations. The third case (Section

4.5.4) offers a possible visualization method to compare multiple organizations across

a more extended period.

Comparing Inventive Behavior between AI Organizations

I utilize a radar chart with eight dimensions to illustrate the eight CEE parameters

of an organization at a given time. The eight CEE parameters are arranged from the

top in counter-clockwise order.

Figure 4.8 is an example of the radar chart with CEE parameters of three organiza-

tions in 2020 — Marvell6 (blue), Korea Advanced Institute of Science and Technology

6Marvell International Ltd. is a company that develops and produces semiconductors and is

based in California.
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(KAIST)7 (red), and Alibaba8 (green). The three organizations are randomly selected

from the dataset.

patent access parameter

cpc access parameter

cpc pair access parameter

patent grant parameter

local exploitation parameter

local exploration parameter

global exploitation parameter

global exploration parameter

0.2

0.4

Comparison of three companies in 2020

Marvell International Ltd.
KOREA ADVANCED INSTITUTE OF SCIENCE AND TECHNOLOGY
Alibaba Group Holding Limited

Figure 4.8: Radar charts of the eight CEE parameters of three organizations in AI
patenting — Marvell (blue), Korea Advanced Institute of Science and Technology
(KAIST, red), and Alibaba (green) in 2020. It can be seen clearly from the graph
that Alibaba has the highest patent grants, and it exploited the local technology
pool the most thoroughly. Nevertheless, KAIST, with much fewer patent grants in
AI than Alibaba, has a significantly higher global exploration parameter. In other
words, KAIST introduced more globally new knowledge into AI than the other two.

As the chart in Figure 4.8 shows, prior to 2020, Alibaba has accumulated the

7KAIST is a South Korea research university established by the Korean government in 1971 as

the nation’s first public, research-oriented, science and engineering institution

8Alibaba Group Holding Limited is a Chinese multinational technology company specializing in

e-commerce, retail, Internet, and technology.
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most AI patents among the three because it has the largest patent access parameter

(top axis). Nevertheless, Alibaba and KAIST have similar access to technological

components and their combinations. In addition, in 2020, Alibaba was granted many

more new patents than KAIST or Marvell. It exploits its local knowledge pool and

explores its global knowledge pool more than KAIST or Marvell. However, when it

comes to exploring uncharted territory (indicated by the global exploration parameter

at the upper right axis), KAIST outnumbered Alibaba and Marvell significantly,

which did not engage in any global exploration in 2020. This contrast is not surprising

because KAIST has conducted advanced research in AI, especially on autonomous

arms (Haas, 2018).

This example demonstrates the descriptive advantage of the CEE framework,

which measures inventions beyond merely “patent count,” and appreciates different

aspects of organizational inventive activities, namely exploitation and exploration.

Tracking the Change Over Time of Individual Organizations in Inventive

Activities

The proposed CEE framework can help visualize how the inventive behavior of an

individual organization evolves.

Figure 4.9 shows the biannual CEE parameters of Facebook, Inc. (currently known

as Meta) from 2012 to 2020. Blue, red, green, purple, and yellow represent the CEE

parameters of 2012, 2014, 2016, 2018, and 2020, respectively.

Some visible trends can be observed from Figure 4.9. First, the three knowledge ac-

cess parameters are continuously growing, indicating that Facebook has accumulated

inventions, technological components, and components’ combinations. The patent

grant parameter is also growing, although the growth seems slowed as the gaps be-

tween hexagons decrease. This observation does not indicate that the growth rate
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Figure 4.9: Biannual CEE parameters of Facebook, Inc.(currently known as Meta
Platforms) from 2012 to 2020. Blue, red, green, purple, and yellow represent param-
eters in 2012, 2014, 2016, 2018, and 2020, respectively.

of new patent grants is slowing down. Instead, it simply implies that the proportion

of Facebook’s new AI patent grants in all new AI patents granted by the USPTO is

growing at a declining rate.

Regarding knowledge discovery, it is observable from Figure 4.9 that the local

exploitation parameter is declining. In contrast, the local exploration parameter and

global exploitation parameter seem to be increasing, although not without fluctua-

tions. Although no global exploration was observed in 2012 and 2018, the extent to

which uncharted territory is explored has considerably expanded in the years that

global exploration occurred (2014, 2016, and 2020). Therefore, it is not too hasty
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to infer that as the local knowledge pool keeps growing, Facebook has been shifting

its inventive preferences from merely exploiting its local knowledge to exploring new

technologies, either exploring technologies mastered by its competitor or exploring

technologies into which no one has ever delved.

Comparing Multiple Organizations’ Change over Time

Line plots of time series would be informative to show how the CEE framework can be

used to track the long-term change of inventive activities in organizations. Appendix

Z shows five selected AI organizations’ times series of the CEE parameters. I selected

the five organizations as samples, each representing organizations that started AI

patenting during different stages. For instance, IBM is selected because it has repre-

sented AI companies in the industry since the 1970s. Similarly, Google and Facebook

are selected to represent respectively companies that were born in the aftermath of

the dot-com bubble in the 2000s and the ones that gave rise to the era of social media

in the 2010s.

Although these companies ventured into AI in different stages, some converge in

some aspects. For instance, IBM, Microsoft, and Google have similar values in CPC

code access parameters (orange, around 0.6) and CPC code-pair access parameters

(green, around 0.8) in 2020, indicating that they have accumulated similar amounts of

technological components and combinations of components. Nevertheless, Google’s

patent access parameter (blue, around 0.7) in 2020 is lower than that of IBM or

Microsoft (around 0.8), indicating that Google has accumulated fewer AI patents than

IBM or Microsoft, in turn implying that Google’s AI patents on average cover a more

comprehensive range of technical components than IBM or Microsoft. Regarding local

exploitation (purple), Facebook has a different trend from the other four, of which

the local exploitation parameters tend to grow gradually. On the contrary, the local
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exploitation parameter of Facebook started with a very high value (around 0.6). It

is worth noting that IBM took four decades to reach this level. IBM’s value remains

relatively stable at around 0.7, the highest among the five organizations.

As Panel A of Appendix Z shows, IBM’s knowledge access and knowledge discovery

have been relatively stable in the recent three decades, if not growing. This suggests

that a certain balance between exploitation and exploration has been maintained.

Among those parameters, IBM’s technology code access parameter (orange) has been

highly stable to the degree that it has been almost flat since the 1990s despite the

slightly growing trend of patent access and code pair access.

Inventive activities in Motorola9 as shown in Panel B, present a different tendency.

Motorola’s new AI patents (red), compared to the whole industry, peaked in the

late-1990s and have continuously declined until the late 2010s. Similar trends can

be observed for the four types of knowledge discovery. Those trends indicate that

Motorola’s inventive focus on AI-related technologies has gradually shifted away since

the late 1990s, but in the late 2010s, it gained fresh momentum.

4.6 Conclusion

This study develops and applies a novel approach to systematically quantify or-

ganizations’ knowledge access and knowledge discovery by recognizing combinatorial

exploitation and exploration. I constructed a multivariate framework — the Com-

binatorial Exploitation and Exploration (CEE) framework — and described how to

compute the eight parameters defined in this framework. This framework allows visu-

alizing and exploring multiple dimensions of organizations’ inventive activities based

on the extent to which an organization has exhausted its space of possibilities.

The CEE framework introduced in this study represents one of the first attempts to

9Motorola here refers to Motorola Solutions, Inc.
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conceptualize exploitation and exploration in organizations’ combinatorial inventions

using patent data. The empirical case study of AI patenting provided in this study

not only demonstrates the CEE framework’s potential usage and explanatory power

that may enrich researchers’ analytical toolkit but also opens up ample opportunities

for future research agendas. For example, it could inspire studies focused on the

organizational inventive activities within specific regions or industries, such as those

involved in climate change mitigation, adaptation, and nanotechnology. In addition

to the potential usage exemplified in this study, geographic analyses can also help

study regional or national inventive activities. Appendices AA and AB offer two

preliminary investigations into the geography of the combinatorial invention using the

CEE framework, which respectively visualize the mean local exploration parameter

of each state in the U.S. and the mean global exploitation parameters of each country

that has AI patents filed at the USPTO. Future research in this direction can improve

our understanding of the geographic characteristics of organizations’ combinatorial

inventions.

Many researchers have reported that technological diversification in organizations

can impact innovation competence (Cristina and Benavides-Velasco, 2008). Providing

an additional dimension of technological diversity to the proposed CEE framework

can significantly improve its analytical capability, reflecting the depth and breadth

of organizational inventions. Possible candidates of measurements include Shannon

entropy and related variety that measures the diversity of different hierarchical levels

of technology codes (Castaldi et al., 2015; Zabala-Iturriagagoitia et al., 2020).

180



Chapter 5

DISCUSSION AND CONCLUSION

Scientific and technological progress has been crucial in advancing societies and

economies throughout history. Such progress relies heavily on the invention of new

ideas, devices, and procedures, which are often considered combinations of existing

knowledge and occasionally novel ones. However, as the knowledge stock of humanity

grows exponentially, it becomes increasingly challenging for individuals to search for

previous knowledge and discover valuable new combinations. As a result, the size of

research teams has been growing in recent decades. To understand how the combi-

natorial process has occurred in previous records of inventive activity, it is essential

to study specific fields or disciplines that strongly represent innovative advancement

in science and technology during a given period.

Artificial intelligence (AI), a field that has mobilized enormous resources, shown

considerable promise, and created unprecedented applications, is appropriate for in-

vestigating combinatorial inventions. This dissertation investigated combinatorial

inventions related to AI from three perspectives: the creation of scientific knowledge

using AI academic publications, the creation of technical knowledge using AI patents,

and how organizations create AI inventions (i.e., patents) with the constraints of or-

ganizational and industrial boundaries.

This research found that while scientific publications and patents related to AI

exhibit a markedly faster growth rate of inventive outcomes, they do not display

significantly different patterns from previous episodes of scientific and technologi-

cal advancement regarding knowledge combinations. Like science and technology in

general, AI publications and patents heavily rely on combining existing knowledge
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in highly conventional ways and are primarily driven by incremental improvements

rather than revolutionary “paradigm shifts.” In addition, AI publications that present

conventional knowledge combinations tend to be more scientifically impactful when

assessed by the number of citations they receive.

Furthermore, AI patents can be considered less novel than overall inventions,

given their higher refinement rate and higher narrow invention rate compared to util-

ity patents in general. Technical components involved in AI patenting are increasingly

concentrated in a few fields, such as electric digital data processing. The number of

organizations participating in AI patenting is growing, and the percentage of new

organizations in AI patenting is significantly higher than in utility patents in general

and other transformative areas, such as nanotechnology and climate change miti-

gation technologies. Like other organizations, AI organizations prioritize exploiting

existing knowledge in their previous patent pools over exploring knowledge outside

their organizational boundaries, especially in the early stages of their involvement in

AI.

This dissertation provides insights into how combinatorial inventions related to

AI have occurred and how they compare to previous records of inventive activity.

By examining the creation of scientific and technical knowledge and the patenting

activities of AI organizations, this dissertation offers empirical evidence and tools to

assess the quality and outcomes of inventive activities in AI. It has implications for

researchers and policymakers producing highly impactful inventions. It also sheds

light on the future of inventive activities and how the combinatorial process may

evolve.
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5.1 Implications

5.1.1 Revolutionary Technology Can be Produced in a Normal Way

The historical progress of science and technology is often considered to repeat the

Kuhn cycle of alternating “normal” and “revolutionary” phases (Kuhn, 1962; Bird,

2022). After a paradigm or a set of rules is established and well-accepted, the phase

of “normal science” begins. Normal science describes the scientific and technological

actives guided by the established paradigm and are mundane, routine, and intended

to solve puzzles that are believed to have solutions. Such activities constitute a large

proportion of work by most scientists and R&D personnel, who follow established

pipelines and procedures to make cumulative improvements to existing knowledge or

products. Their contributions are often considered incremental other than radical. If

a puzzle is too hard to solve and starts to shatter people’s confidence, a crisis arises,

welcoming more radically different ideas and approaches, which may ultimately help

solve the crisis, leading to the wide adoption of new ideas and giving rise to a paradigm

shift and scientific revolution. Examples include Darwin’s theory of evolution and

Einstein’s theory of relativity. Such new ideas are celebrated as “revolutionary”

rather than “normal” because they appear to resolve the crisis in ways that normal

science cannot. After a paradigm shift, new rules are established, science and R&D

resume “normal,” and another cycle has begun. Revolutionary ideas are believed to be

neither incremental nor cumulative, and they often happen accidentally, contingently,

unpredictably, and not by planning (Nickles, 2017).

AI has been heralded as profoundly revolutionary and transformative. In a way,

AI is believed to be able to help solve many challenging puzzles and potentially change

how the puzzles are solved. Those perplexing puzzles awaiting AI solutions include

not only scientific or technological problems, but also economic, societal, political,
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and cultural issues.

The findings of this research reveal that AI’s scientific and technological develop-

ment so far was not markedly different from the other “normal science” that relies

heavily on incremental advancement. The evidence presented in this dissertation im-

plies that scientific research and technological development related to AI primarily

provides small and cumulative improvements to a well-established knowledge base,

for example, tweaking the parameters or the arrangement of a small part in a widely-

accepted neural network structure to improve the learning efficiency, or combining

two existing neural networks with different objective functions to improve the qual-

ity of generated data (such as Generative Adversarial Networks) (Goodfellow et al.,

2014). Inventions that are novel, original, and critical and pave the way to subsequent

practices, such as back-propagation, are exceedingly rare. Even those anecdotally ro-

manticized as “accidental” discoveries later proved to be profound, such as Andrew

Ng pioneering the use of GPUs for training deep neural networks, are not accidents.

Instead, they are built on careful experiments and trial-and-error and a deep under-

standing of previous knowledge in the field (Strickland, 2022).

This research certainly does not directly counter the argument of AI as a revolu-

tionary technology because what was measured in this research was how AI knowledge

has advanced rather than how AI affects science and technology and other aspects of

society. On the contrary, this research provides an empirical portrayal of a potentially

revolutionary technology, which has been advancing in an extremely “normal” and

incremental way. It implies that, contrary to previous beliefs, revolutionary science

and technology may occur in a way that is not accidental or contingent. Its own puz-

zles can be and must be solved using everyday, ordinary, bread-and-butter scientific

practices. Revolutionary science and technologies can be and will likely be born from

normal activities in addition to individuals’ “eureka” moments.
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Furthermore, this research implies that the framing of normal versus revolutionary

science may be insufficient to describe AI, which, with the observations and evidence

presented in this study, may be an example of where the distinction between nor-

malcy and revolution breaks down. In Kuhn’s theory, a revolution breaks out when

unorthodox paradigms are pursued as responses to a crisis that cannot be solved in

normal ways. Nevertheless, it is unclear where those new paradigms come from in

the first place. It is likely that, before the crisis, they have already emerged, devel-

oped, and stabilized to some degree, although under the shadow of or even as a part

of more mainstream, normal sciences. These new paradigms are under-recognized,

under-appreciated, and underfunded to demonstrate their potential, although they

likely are more advanced, progressive, or have enormous potential. Not until a crisis

arises do they find themselves opportunities to shine, like mammals’ ancestors that

were living with dinosaurs and that did not prevail until the catastrophic mass extinc-

tion. Therefore, a new paradigm may co-exist with or even be born from an old one.

As demonstrated in this research, AI is born and has been developing as a sub-field

of computer science, an existing and well-established discipline. The way AI has been

advancing, despite its unique characteristics, such as the requirement for large train-

ing data, has largely resembled traditional computer science and engineering. There

are arguably no fundamental revisions or conceptual discontinuities AI has brought to

normal computer science. Therefore, AI may necessitate revisiting and adapting the

dichotomy of normalcy and revolution.

Accordingly, this research suggests that, rather than distinguishing normal and

revolutionary science, it would be more constructive to conceptualize normalcy and

revolutionary-ness as two relatively independent dimensions of science and technolo-

gies. The normalcy dimension would describe how much a technology relies on exist-

ing paradigms, while the revolution dimension measures how much it can transform
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Figure 5.1: An alternative to Kuhn’s normal vs. revolutionary science.

existing paradigms and open new opportunities. Accordingly, a four-quadrant co-

ordinate system can be constructed (see Figure 5.1). While much research in the

history of science and technology has been focused on the upper left quadrant, AI

can be considered to reside in the upper right quadrant, where highly transformative

technologies are produced with well-established rules and norms. With the increased

specialization and division of research labor, more technologies can be anticipated

emerging in the upper right quadrant.

5.1.2 Publishing and Inventing for High Impact

This research has implications for researchers who aim to publish high-impact

articles and inventors who intend to create high-quality inventions that can profoundly

affect future technologies.
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Implications for Researchers

Scientific journals often recommend explicit or implicit limits on the number of refer-

ences for articles seeking publication. For example, Nature allows up to fifty references

for a research article.1 Such a limit can affect authors’ decisions regarding what arti-

cles to review and reference and what articles to exclude from references when writing

their papers. The research presented here implies that referencing and connecting to

more articles published in journals that have published foundational articles in the

field of interest and are widely accepted as high quality would likely lead to higher

citations.

Nevertheless, the results presented in this dissertation do not necessarily imply

that referencing unorthodox journals reduces future citations. On the contrary, papers

combining well-established journals and not-so-popular journals in their reference lists

often have significantly high citations in the long run, especially for highly original

and novel research. A good balance between established and novel journals in the

reference list may indicate a high-quality paper.

References represent previous knowledge, inspiring the authors to create new

knowledge. Therefore, in addition to insights into referencing strategies in paper writ-

ing, this research also implies that focusing on reviewing articles from well-established

journals in the field may help researchers acquire adequate knowledge about a field

and its state of the art, identify gaps that can be turned into research opportuni-

ties, craft research skills, formulate feasible research plans, and ultimately perform

high-quality research. It may sound cliche’d because reviewing the literature pub-

lished in the leading journals in the field is often the first step to starting a new

research project. The findings of this research can be understood as accentuating the

1See https://www.nature.com/nature/for-authors/formatting-guide
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significance of researchers building new research on a well-established foundation of

conventional knowledge in the field. Regardless of how novel the new research turns

out to be, the conventional combinations of previous knowledge referenced in the ar-

ticle would likely lead to higher citations. A possible reason such publications tend

to be cited more is that they engage more researchers in the same field who speak the

same disciplinary language and welcome incremental improvements requiring limited

intellectual leaps. This implication is significant, especially in an age of knowledge

explosion, where it is almost impossible for a team with limited resources to digest

all previous articles in a field. Therefore, it can help researchers avoid too much time

scrambling through tons of literature.

Nevertheless, the findings of this research should not be considered to undermine

the value of highly novel ideas in scientific research, especially those in fields that do

not have a well-established foundation or where transitions are to come. Novel com-

binations often occur more frequently in the early stage of a field or interdisciplinary

realm and may precede radical changes. They may remain dormant in contesting

citations. However, their value may be recognized in the future, a phenomenon called

“sleeping beauties in science” (Ke et al., 2015). Moreover, novel combinations ini-

tiated in the early stage of a discipline may become conventional as they become

increasingly more familiar to the researchers in the field and ultimately bonded into

the field’s knowledge base.2 In this regard, it would only be mindful for researchers

to be aware that highly novel research may take longer to exert impact, and it will

benefit from a demonstration of stronger connections to a well-established knowledge

2The author defines such a process of novel combinations becoming conventional as “convention-

alization.” A separate analysis conducted by the author illustrates that, in the recent two decades,

such a “conventionalization” process has sped up significantly in AI, indicating that new knowledge

takes an increasingly shorter time to be accepted and diffused.
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base.

Furthermore, this dissertation provides additional tools for researchers to identify

well-established journals and research gaps. Undeniably, what journals are consid-

ered foundational and high quality is likely to be unspoken common knowledge for

a research community, particularly those with established disciplinary boundaries.

Nonetheless, such knowledge is often passed on through word-of-mouth messages and

may appear vague, implicit, challenging, and confusing, especially in interdisciplinary

research communities and for early career researchers. This research offers tools that

can help in this regard. Specifically, well-established journals can be identified as

those that are frequently cited. Research gaps and opportunities may exist in jour-

nal pairs less or never co-cited, indicating combinations of knowledge not extensively

explored. Some of those less-cited combinations were introduced decades ago. How-

ever, they either remain dormant from their debut or become conventional and then

novel again, maybe because they are forgotten, not promising, obsolete, or outshined

by other new ideas. In the case of AI, it is also possible that in the early days of

AI, many novel ideas were not implemented sufficiently due to technical limitations

such as hardware or programming languages. However, those ideas may have become

readily implementable with today’s advanced supporting technologies.

A great example is the revival of perceptrons. The concept of perceptrons, a

kind of algorithm for supervised learning of binary classifiers, was invented in 1958

by Frank Rosenblatt. It received bitter criticism on its applicability and died out

(Minsky and Papert, 1988). However, it has regained vitality in recent decades due

to growing computing power and helps promote many new AI advances, including

neural networks and deep learning.

Here are some examples of less-co-cited journal pairs related to AI that may

indicate research gaps:
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• Artificial Intelligence and Linguistics and Philosophy, which represent an inter-

disciplinary space that involves AI and the theory of language,

• Mind and Pattern Recognition, covering a less explored agenda of philosophy,

epistemology, metaphysics, and philosophy of mind intertwining with general

pattern recognition techniques,

• IEEE Transactions on Systems Man and Cybernetics and Journal of Documen-

tation, covering the overlapping arena of system engineering and information

science,

• Behavioral Sciences and The Lancet, which link psychology, neuroscience, cog-

nitive science, and behavioral biology with medical research in the realm of AI,

and

• Social Studies of Science and Technology and Culture, which combine the history

and philosophy of science with the history of technology related to AI.

These journal pairs may be valuable if reevaluated or exploited with appropriate,

modern thoughts and techniques. Therefore, this research also implies that litera-

ture from the early age of AI may have great value for the future innovation and

development of AI.

Implications for Inventors

This research provides inventors insights into how to create high-quality inventions.

Again, a good balance between common and novel technical components may be es-

sential to a patent’s success.

Highly original patents have significantly high disruption. They lead to new paths

that subsequent patents in the field are likely to follow. Nevertheless, they are less
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likely to be cited because future inventors may find them more challenging to build

upon, extend, and refine. On the other hand, refinement patents that only provide

minor improvements to existing technologies are likely to be cited more because they

provide ample familiarity that invites incremental improvements. Generally speaking,

patents that are more balanced along the origination-refinement spectrum, particu-

larly patents of novel combinations, which combine existing components with new

ones, often have the most balanced performance. They are neither too radical nor

cut and dried, and they often receive proper citations and cause significant disruption.

Such observations suggest that calculatedly creating patents of “novel combina-

tions” may benefit inventors in achieving greater success. Undeniably, inventing is

not simply playing legos with technical components. Arbitrarily combining compo-

nents without assessing their patentability and usability would likely lead to rejection.

Nevertheless, this research suggests that extra objectives can be added to inventors’

searching and drafting strategies. Searching previous patents is critical for inventors

to understand the state of the prior art so that what is novel and different in the new

invention compared to previous technologies can be better described when drafting

patent applications. This research suggests patent searches can be improved by pro-

viding not only what components and functionalities are standard in the field but

also what is not, in other words, what components are rarely or never used in the

field and potentially lead to patents of novel combinations. Assessing the feasibil-

ity of combining those components with common ones may provide inventors extra

inspiration or revelation.

5.1.3 Assessing Inventive Performance

This research provides insights for funding agencies and organizations that wish

to explore the combinatorial characteristics of publications. The combinatorial char-
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acteristics discussed in this dissertation can be tested, embedded, and incorporated

into the metrics that assess research projects’ novelty.

In particular, the CEE framework developed in Chapter 4 provides a valuable tool

for organizations to assess previous inventive performance, evaluate current inventive

competence and resources, identify opportunities and challenges, and make reasonable

predictions regardless of domains. The CEE framework measures an organization’s

inventive performance and competence with the consideration of its previous knowl-

edge stock and its access to industry knowledge, which goes beyond the conventional

measurements that simply count the number of certain types of patents. It prevents

the common error of comparing ants with elephants. For example, the demonstra-

tion presented in Chapter 4 shows that although Alibaba has more AI patents than

KAIST, the latter engaged in substantially more exploratory research than the former.

It is unsurprising because KAIST is a research institute aiming to expand scientific

boundaries, while Alibaba is a private company that produces commercial products

and services to generate financial profit. Without the CEE framework, Alibaba would

appear to perform better than KAIST in AI patenting. Nevertheless, the CEE frame-

work reveals the different inventive activities occurring in the two organizations —

KAIST, although with fewer patent grants, expands the knowledge boundary of the

field of AI to a much greater extent, while Alibaba engages in no inventions that push

AI’s knowledge boundary. Therefore, policymakers in organizations interested in in-

ventions of different natures rather than the number of patent grants can benefit from

the CEE framework, which provides more meaningful metrics. Another example the

CEE framework presents illustrates the evolution of the inventive behavior of Meta

(former Facebook) from 2012 to 2020 — less exploitation and increased exploration.

In addition, national and regional governments can utilize the CEE framework to

evaluate the inventive behaviors of different countries and regions.
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5.1.4 Team sizes matter

The results of this research regarding how team size matters to inventions’ nature

and quality carry meaningful implications for allocating human resources to R&D

projects. One general observation is that more people bring more knowledge —

for instance, more than half of lone inventors in machine learning engage only two

components in their patents, and such a percentage is halved to less than 25% for

teams of ten. More knowledge means a more extensive foundation to build upon.

However, larger teams do not necessarily perform better. When the size of a

team grows, the amount of prior knowledge brought to the conversation naturally

increases. However, it may also introduce more constraints and conflicts of opinion,

dilute responsibilities, and impair efficiency. Larger teams may face more challenges

in reaching consensus, particularly on radical or controversial ideas. This could po-

tentially result in minor modifications and less novel advancements

This research implies that larger teams may perform well for projects that engage

in highly integrated systems with more components and aim to improve existing

practices incrementally. On the other hand, highly original and novel patents that

intend to disrupt future practices in the field are likely to be created by smaller but

efficient teams, such as teams of two or three people or even lone inventors.

Those implications are meaningful for inventors and policymakers in organizations

responsible for allocating research budgets and human resources. By recognizing the

advantages and disadvantages of large and small teams, more realistic expectations

of inventive outcomes can be set up, and more detailed guidance on team size can be

offered.
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5.1.5 Public Supported AI

A strong reliance on public funding often indicates that the field is still in its early

stage and requires a longer time for commercialization. This research found that AI

patents have relied heavily on scientific knowledge funded by the government, more

heavily than utility patents in general, with patents related to computer vision, AI

hardware, NLP, and machine learning having the strongest reliance on public support.

Machine learning and computer vision also have the highest percentage of academic

patents, which universities own.

Publicly-supported AI patents are of high quality — they tend to receive more

citations and have a significantly higher chance of becoming the most disruptive.

Therefore, science and technology would benefit from continuous public funding for

AI, especially machine learning, computer vision, AI hardware, and NLP. The findings

of this research can also be interpreted as an indication that there is a treasure of AI

knowledge (and human resources) in universities and government, especially in ma-

chine learning, computer vision, and knowledge processing. Collaborations between

academic institutes and the private sector will likely stimulate technology transfer

and generate economic benefits for society.

5.2 Limitations

This dissertation has several limitations.

First, the datasets used in this research are limited by their scopes and accuracy.

As detailed in Section 2.3.1, the AI publications dataset was collected in 2020 from

the Web of Science (WOS) using keyword-search in a snowball fashion. According to

their agreements, the WOS provides different services and databases to institutional

subscribers. Limited by the institutional subscription available to the author at the
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time such dataset was collected (2020), only four databases are searched (see footnote

2 in page 29) and the Conference Proceedings Citation Index was not among them.

Therefore, the AI publication dataset does not systematically include conference pro-

ceedings. Nevertheless, AI researchers increasingly choose to present their research at

conferences, like the conference of Neural Information Processing Systems (NIPS) and

International Conference on Machine Learning (ICML). Accordingly, many of those

papers are published in conference proceedings rather than journals. Therefore, the

AI publication dataset collected for this dissertation can only be considered a bounded

sample of AI research that does not encompass conference proceedings. Accordingly,

the conclusions and implications drawn on the analysis of this dataset are limited

by such a scope. Nevertheless, the author believes the AI publication dataset used

in this research remains highly relevant, appropriate, and significant in representing

AI research. Conference papers are often more concise than journal articles and in-

tend to communicate the latest progress of the authors’ research to a significantly

specialized audience rather than thorough investigations. The peer-review processes

for conference papers and journal articles are also different. While the former is com-

pleted in more fixed windows of time, the latter is more comprehensive, extensive,

and extended and allows more iterations of discussion and revision. Therefore, AI

publications in journals can be considered a representative sample of high-quality AI

research.

The AI publication dataset is also limited by the search terms used to construct

the dataset. The initial keywords were selected heuristically, and even though supple-

mented by the additional search terms recruited in the snowball process, they may be

insufficient to encompass the topics of AI because many new terms related to AI keep

emerging. Furthermore, during each iteration of the snowball process, only the twenty

most frequent keywords are selected as candidates for the next iteration. This step
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is necessary given the limited time and resources available to this dissertation, but

it risks omitting some important keywords, especially emerging ones. The synonym

aggregation conducted by the author is heuristic in nature. Limited by the author’s

knowledge about AI, mistakes and omissions may exist. In addition, the analysis

of AI publications is limited by the language of choice. As mentioned in Chapter 2,

WOS only includes publications in English and publications with metadata translated

into English. Therefore, WOS contains primarily English publications. So is the AI

publication dataset used in this dissertation. 98.4% of the papers in the dataset is

written in English, 0.5% in Chinese, 0.3% in Spanish, and 0.8% in others. With a

significant proportion of AI research happening in China and conducted by Chinese

researchers,3 such a language limitation may lead to biases that underestimate the

knowledge combinations recorded in publications in other languages.

The AI patent dataset used in Chapters 3 and 4 also has limitations. It is limited

by the machine learning models developed by the USPTO to predict the “AI prob-

ability” of each patent (Giczy et al., 2021). Such models generate prediction scores

primarily based on the text of patents’ abstracts and claims, and they are accurate

enough but not 100% accurate. During data exploration, the author has semantically

identified several patents in the dataset with high AI scores but in fact unrelated to

AI. They are misclassified as AI patents because they contain AI-like terms that mean

different things in different contexts, such as “learning devices,” which may refer to

a device that helps humans learn knowledge or skills rather than machine learning.

3To iterate from Chapter 2: “Although many Chinese-speaking authors chose to publish their

works in English journals (the dataset used in this research shows that authors based in China have

published more AI papers than in other countries, and among the top 10 research institutions that

have the most AI publications, five are located in China), publications in the Chinese language are

likely to be significant in number.”
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The assignee dataset used in Chapter 4 is limited by the accuracy of the disam-

biguation algorithm used by the PatentsView team to identify organizations (Monath

et al., 2021). Because, unlike some other patent offices in the world (such as the patent

office of China), the USPTO does not mandate patent applicants to provide personally

or organizationally identifiable information in patent filing, it becomes challenging to

identify individual inventors and assignees. The assignee dataset collected for this

dissertation provides a unique identifier for each distinct inventor and assignee gener-

ated by inference. In the real world, inventors and companies may change names, and

typos exist. For example, the author has identified dozens of misspelled names for

IBM in the AI patent dataset, and because of this, they are associated with different

identifiers from IBM. These factors may undermine, to some degree, the accuracy of

the analysis conducted in this dissertation.

In addition, only U.S. patents are included in this research, limiting the geo-

graphic scope of this dissertation. Undeniably, the USPTO routinely receives a large

number of foreign-invented patent applications, more than domestic-invented applica-

tions (WIPO, 2019), and these patents’ rights “extend only throughout the territory

of the United States and have no effect in a foreign country.”4 Patents granted by the

USPTO cannot be considered to match the record of world patents, even though those

patents may belong to patent families that have equivalent applications in other coun-

tries. Therefore, this dissertation can only be interpreted within the patents whose

property rights are only valid in the U.S.

Secondly, this dissertation is limited by its methodologies. The novelty analysis is

limited within the domain of AI and cannot be generalized without caution into other

domains and scientific publications and patenting in general. Specifically, Chapter 2

investigated how novel AI publications are and how much combinatorial novelty re-

4https://www.uspto.gov/ip-policy/ipr-toolkits
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lates to AI publications’ scientific impact. Those results are not tested in publications

related to other domains, such as nanotechnology and civil engineering, let alone all

scientific publications in general. Nevertheless, novelty is relative to the background.

In other words, whether something is novel depends on to what background it is com-

pared. A novel idea in AI may be extensively investigated in another discipline —

vice versa. Without comparing to other backgrounds, this research is restricted in its

explanatory power regarding the trajectory of science and technology in general. The

author attempted to overcome such a limitation in Chapter 3 by providing analysis

on characteristics like novelty within utility patents in general in addition to AI, for

instance, see Figure 3.4 on page 85. Nevertheless, such analyses on other disciplines

and for scientific publication are still insufficient.

Some measurements and variables in this dissertation were selected because of

resource limitations and can be improved. For example, annual citations are used

to measure the scientific impact of AI publications. Undeniably, the annual citation

of an article captures to some degree its average impact during the years after its

publication. Nevertheless, more researchers are inclined to consider citation ages and

use citation counts during the first several years (usually five years) as a more appro-

priate indicator for scientific impact because the citation of a paper often reaches its

peak during the first two years and then gradually declines. Therefore, using citation

counts may risk an overestimation of aged articles and an underestimation of recent

articles. On the other hand, using annual citations may lead to underestimating

the impact of aged articles. Nevertheless, limited by the author’s institutional sub-

scription to WOS, it is challenging to identify publications’ citation ages. Therefore,

additional variables, such as citation percentile of the year, are computed to allow

comparison among publications and patents in the same year.

Another methodological limitation lies in the representations of knowledge. Chap-
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ter 2 identifies referenced journals as representing previous knowledge combined in

publications. This simplified approximation may be insufficient to capture the nuance

of knowledge. A journal is more of a collection than a piece of knowledge, evolving

over time. It is even more questionable in the case of journals targeting broader

disciplines, such as Nature and Science. In analyzing patents (Chapters 3 and 4),

technology codes are considered to represent knowledge or technical components com-

bined in the patents. Again, it is simplified to consider the set of technology codes

to represent patents’ technical content. A patent describes or discloses its technical

content in the form of claims. A claim rather than a patent itself represents a scope of

protection or an invention. A patent may contain multiple claims, and a claim could

be dependent or independent. In other words, depending on the structure of claims,

a patent could include multiple inventions, each representing a separate combination

of components. However, this dissertation’s method does not reflect such nuances

and could be drastically improved.

Chapter 4, which discussed how organizations combine existing technologies to

create new AI inventions, is limited by its assumptions that a patent is owned by its

assignees. Limited by the data source, such assignees only reflect the assignees “at

issue”5. In other words, the assignee dataset collected for Chapter 4 only reflects the

organizations or individuals who receive the patent rights the moment the patents

are granted and “does not collect or carry reassignment data for if additional changes

to the assignee occur after the patent is granted.” However, corporate structural

changes, such as acquisitions, mergers, bankruptcies, or even name changes, are not

uncommon in the business world. Patents and any other intellectual properties owned

by a company acquired by another are passed to the latter. Such ownership shifts

resize the pools of patents and components of organizations involved but are not

5https://patentsview.org/forum/7/topic/536
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addressed in this dissertation.

5.3 Next Steps

Plans to extend the research in this dissertation will be the following — diversify-

ing invention datasets, generalizing to other inventive areas besides AI, testing other

representations of “knowledge,” and improving methodologies.

Chapter 2 is based only on publications that went through standard academic pub-

lishing practice and, in particular, the peer-review process. That is to say, reports,

non-reviewed publications, and non-technical discussions (such as arXiv,6 GitHub

repositories,7 and social media discussion) are not included in the analysis. AI re-

searchers increasingly choose to publish their papers on non-traditional platforms

like arXiv. Organizations, individual practitioners, and hobbyists tend to publish

AI codes on Github without writing papers. Those efforts are growing in scale and

should not be overlooked in future assessments of AI invention. Therefore, incorpo-

rating records from arXiv as a complementary for peer-reviewed publications would

be an appropriate next step.

Furthermore, Chapters 3 and 4 analyzed U.S. patent grants related to AI. In

other words, patents granted by other countries are excluded. Although the USPTO

is one of the most prominent patent offices in the world and the U.S. patents can be

considered a representative sample of global innovation, there is a risk that some vital

information may be omitted because of this selection. To complete the assessment,

the next step would be to collect a global patent dataset from WIPO and use patent

families to identify patents with the same technical content but filed in different

jurisdictions.

6https://arxiv.org

7https://github.com
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Moreover, when assessing the impact of publications and patents, in addition to

the frequently-used metrics such as citation counts and disruptive index, social me-

dia discussion becomes increasingly crucial to scholarly communication in disseminat-

ing, promoting, and democratizing scientific knowledge and technical accomplishment

(Sugimoto et al., 2017). It would only be meaningful to incorporate social media

discussion into the assessment of scholarly impact. Therefore, the future research

following this dissertation is to integrate social media metrics, particularly Twitter

content, into evaluating the impact of scientific publications as complementary to

citation metrics.

To understand the general laws of inventions, analyzing one discipline is far from

completion. Therefore, it would be helpful to collect publication and patent datasets

of other technologies, such as nanotechnology, biotechnology, and climate change

mitigation technology, and conduct similar analyses to compare the similarities and

differences to draw more generalizable conclusions.

Another meaningful question that deserves exploration is to look for better ways

to represent the quanta of knowledge. This dissertation adopted previous research in

which referenced journals in publications and technology codes in patents are con-

sidered previous knowledge that is combined. Nevertheless, criticism has pointed out

that those representations are only approximations that may produce misleading re-

sults. A scientific journal is a collection of intellectual fruits, and it would be arguably

overly simplistic to reduce its rich and cumulative content to represent a piece of pre-

vious knowledge. Moreover, it is debatable what specific previous knowledge it rep-

resents when it comes to multi-disciplinary journals or journals targeting non-specific

disciplinary audiences, such as Science and Nature. In the case of patents, although it

is more widely accepted to consider a technology code (especially a full-digit code) as

a technical component, we should be cautious when using it because technology codes
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are created for classification and search purposes. A technology code, by definition,

does not necessarily refer to a specific piece of technology. Moreover, as time goes by

and technologies change, re-classification occurs frequently because new codes may

emerge, and existing codes may disappear or merge with others. In this regard, a

technology code is more of a cluster or collection of technical information well-defined

and understood by a skilled technician in the field where more granular details become

irrelevant. What can be considered well-defined differs across fields. Therefore, many

new approaches, especially computational ones, such as NLP and machine learning,

have started to be experimented with to identify “knowledge” in inventive records.

Some approaches intend to summarize a field’s state of the art rather than identify

or quantify specific knowledge. It would also be a meaningful attempt to extract

information from patents’ claims using NLP approaches.

In addition, some patents are assigned to “c-sets.” A c-set is a combination of sev-

eral codes considered as one classification. Only a few CPC subclasses are authorized

to form c-sets (EPO and USPTO, 2022). By definition, a c-set is considered one tech-

nology, and codes contained in a c-set cannot be considered as combined with other

codes that are not in the same c-set. The next step would be considering c-sets and

formulating more accurate representations of combinations of technical components

in patents.
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APPENDIX A

AI KEYWORDS SYNONYM AGGREGATION TO SEARCH FOR DATASET
CONSTRUCTION
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In every iteration of the snowball process for collecting the AI publication dataset
(see Chapter 2), the keywords mentioned by the papers collected from previous it-
erations are ranked by their frequencies. Nevertheless, different keywords may have
significantly similar meanings. Conducting synonym aggregation to aggregate their
frequencies for a more accurate ranking would be meaningful.

This appendix provides the synonym aggregations conducted in the data collec-
tion. The synonyms are identified and aggregated heuristically and manually. After
the aggregation, new frequencies are counted, and a new ranking is generated to select
the candidate search terms for the next iteration.

1. ‘artificial intelligence’ replaces ‘artificial intelligence (ai)’, ‘artificial intelligence
techniques’, ‘computational and artificial intelligence’, ‘artificial intelligence
methods’, and ‘ai’.

2. ‘artificial neural networks’ replaces ‘artificial neural network’, ‘ann’, ‘anns’, ‘ar-
tificial neural network (ann)’, ‘artificial neural networks (anns)’, ‘artificial neural
networks (ann)’, ‘ann model’, ‘ann modeling’, ‘artificial neural network model’,
‘functional link artificial neural network’, ‘artificial neural network modeling’,
‘artificial neural network modelling’, ‘artificial neural network analysis’, ‘artifi-
cial neural’, ‘artificial neural-network’, ‘ann (artificial neural network)’, ‘func-
tional link artificial neural network (flann)’, ‘kohonen artificial neural network’,
‘artificial neural nets’, ‘functional link artificial neural networks’, ‘artificial neu-
ral network models’, ‘artificial neural networking’, and ‘artificial neural net-
work(ann)’.

3. ‘neural networks’ replaces ‘neural network’, and ‘nn’.

4. ‘machine learning’ replaces ‘machine learning algorithms’, ‘machine learning
(ml)’, ‘machine learning techniques’, ‘machine learning algorithm’, ‘learning
(artificial intelligence)’, ‘machine learning methods’, ‘machine learning mod-
els’, ‘machine learning method’, ‘machine learning technique’, ‘machine learn-
ing approach’, ‘machine learning model’, ‘machine learning tools’, and ‘machine
learning approaches’.

5. ‘support vector machine’ replaces ‘support vector machines’, ‘support vector
machine (svm)’, ‘support vector machines (svms)’, ‘svm’, ‘support vector ma-
chines (svm)’, ‘least squares support vector machine’, ‘least square support
vector machine’, ‘least squares support vector machines’, ‘twin support vec-
tor machine’, ‘support vector machine regression’, ‘least-squares support vector
machine’, ‘twin support vector machines’, ‘least square support vector machine
(lssvm)’, ‘one-class support vector machine’, ‘lssvm’, ‘ls-svm’, and ‘svms’.

6. ‘random forest’ replaces ‘random forests’, ‘random forest (rf)’, and ‘random
forest regression’.

7. ‘genetic algorithm’ replaces ‘genetic algorithms’, ‘genetic programming’, ‘ge-
netic algorithm (ga)’, ‘genetic programming (gp)’, and ‘genetic algorithms (gas)’.
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8. ‘prediction’ replaces ‘forecasting’, ‘predictive models’, ‘predictive model’, ‘pre-
dictive modeling’, ‘predictive analytics’, ‘predictive model’, ‘predictive mod-
elling’, ‘prediction models’, ‘prediction methods’, and ‘prediction algorithms’.

9. ‘big data’ replaces ‘big data analytics’, ‘big data analysis’, ‘big data applica-
tions’, and ‘big data processing’.

10. ‘natural language processing’ replaces ‘nlp’, ‘natural language processing (nlp)’,
‘natural language’, ‘natural language understanding’, and ‘natural language pro-
cessing (nlp)’.

11. ‘expert systems’ replaces ‘expert system’, ‘artificial intelligence, applications
and expert systems’, ‘fuzzy expert system’, ‘applications and expert systems’,
‘medical expert systems’, and ‘expert knowledge’.

12. ‘recurrent neural networks’ replaces ‘rnn’, ‘rnns’, ‘recurrent neural network’,
‘recurrent neural network (rnn)’, ‘recurrent neural nets’, ‘recurrent neural net-
works (rnns)’, ‘recurrent network’, ‘recurrent networks’, ‘recurrent’, ‘recurrent
neural networks (rnn)’, ‘recurrent artificial neural network’, ‘recurrent artificial
neural networks’, ‘grnn’, and ‘lstm-rnn’.

13. ‘bayesian networks’ replaces ‘naive bayes’, ‘bayesian network’, ‘bayesian’, ‘bayes
methods’, ‘naive bayes classifier’, ‘bayesian methods’, ‘bayesian learning’,
‘bayesian analysis’, ‘bayesian modeling’, ‘bayesian neural networks’, ‘bayesian
belief network’, and ‘bayesian models’.

14. ‘ethics’ replaces ‘machine ethics’, ‘bioethics’, ‘ai ethics’, ‘roboethics’, ‘computer
ethics’, ‘robot ethics’, ‘medical ethics’, ‘ethical issues’, ‘ethical design’, ‘digital
ethics’, ‘data ethics’, ‘business ethics’, ‘ethics of ai’, ‘research ethics’, ‘technology
ethics’, ‘ethical evaluation’, ‘professional ethics’, ‘morality’, ‘moral judgment’,
and ‘moral psychology’.

15. ‘risk’ replaces ‘risk assessment’, ‘risk prediction’, ‘risk factors’, ‘risk manage-
ment’, ‘risk analysis’, ‘risk stratification’, ‘credit risk’, ‘risk factor’, ‘empirical
risk minimization’, ‘risk adjustment’, ‘risk model’, ‘credit risk assessment’, ‘risk
score’, ‘existential risk’, ‘risks’, ‘structural risk minimization’, ‘value at risk’,
‘risk evaluation’, ‘risk and uncertainty’, ‘operational risk’, ‘risk perception’,
‘health risk’, and ‘financial risk’.

16. ‘internet of things’ replaces ‘iot’, ‘internet of things (iot)’, ‘iot devices’, ‘indus-
trial internet of things’, and ‘industrial internet of things (iiot)’.

17. ‘convolutional neural network’ replaces ‘convolutional neural networks’, ‘convo-
lutional neural network (cnn)’, ‘cnn’, ‘cnns’, ‘convolution’, ‘convolutional neural
nets’, ‘convolution neural network’, ‘deep convolutional neural network’, ‘deep
convolutional neural networks’, ‘convolutional neural networks (cnns)’, ‘convo-
lutional neural networks (cnn)’, ‘convolutional networks’, ‘convolution neural
networks’, ‘deconvolution’, ‘convolution neural network (cnn)’, ‘fully convolu-
tional network’, ‘fully convolutional networks’, ‘graph convolutional networks’,
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‘convolutional network’, ‘deep convolutional neural network (dcnn)’, ‘convolu-
tional’, ‘deep convolution neural network’, ‘convolutional layers’, ‘fully convo-
lutional neural network’, ‘cnn-lstm’, and ‘faster r-cnn’.

18. ‘clustering’ replaces ‘cluster analysis’, ‘k-means clustering’, ‘fuzzy clustering’,
‘data clustering’, ‘clustering algorithms’, ‘clustering analysis’, ‘pattern cluster-
ing’, ‘clustering methods’, ‘clustering algorithm’, ‘cluster’, ‘k-means clustering
algorithm’, ‘cluster computing’, ‘clustering techniques’, ‘k-means’, ‘k-means al-
gorithm’, ‘kernel k-means’, ‘k-mean’, ‘k-means method’, and ‘fuzzy k-means’.

19. ‘computer vision’ replaces ‘machine vision’, ‘vision’, ‘robot vision’, ‘computer
vision system’.

20. ‘robotics’ replaces ‘robots’, ‘human-robot interaction’, ‘robot’, ‘mobile robots’,
‘evolutionary robotics’, ‘mobile robot’, ‘autonomous robots’, ‘cognitive robotics’,
‘robot control’, ‘rehabilitation robotics’, ‘mobile robotics’, ‘intelligent robots’,
‘humanoid robots’, and ‘robot learning’.

21. ‘image processing’ replaces ‘image analysis’, ‘image segmentation’, ‘image recog-
nition’, ‘medical image processing’, ‘image representation’, and ‘image retrieval’.

22. ‘deep learning’ replaces ‘deep neural network’, ‘deep neural networks’, ‘deep
belief network’.

23. ‘reinforcement learning’ replaces ‘deep reinforcement learning’, ‘reinforcement’,
‘reinforcement learning (rl)’, ‘deep reinforcement learning (drl)’, ‘inverse rein-
forcement learning’, and ‘hierarchical reinforcement learning’.

24. ‘multilayer perceptron’ replaces ‘multi-layer perceptron’, ‘multilayer percep-
trons’, ‘multilayer perceptron (mlp)’, ‘perceptron’, ‘multi layer perceptron’,
‘multi-layer perceptron (mlp)’, ‘multilayer perceptron neural network’, ‘mul-
tilayer perceptron network’, ‘multi-layer perceptrons’, ‘multi-layer perceptron
neural network’, ‘multi-layer perceptron network’, ‘multi layer perceptron (mlp)’,
‘multilayer perceptrons (mlps)’, ‘multilayered perceptron’, ‘perceptrons’, ‘multi-
layer perceptron neural networks’, ‘multilayer perceptron networks’, ‘multi-layer
perceptron neural networks’, ‘multilayer perceptron model’, ‘multi-layered per-
ceptron’, ‘multilayer perceptron (mlp) neural network’, ‘three-layer perceptron’,
‘single-layer perceptron’, ‘perceptron neural network’, ‘mlps’, and ‘mlpr’.

25. ‘privacy’ replaces ‘differential privacy’, ‘data privacy’, ‘privacy preservation’,
‘privacy protection’, ‘privacy preserving’.

26. ‘principal component analysis’ [‘pca’, ‘principal component analysis (pca)’, ‘prin-
cipal components analysis’, ‘principal component regression’, ‘principal compo-
nents’, ‘kernel principal component analysis’, ‘principal component regression
(pcr)’, ‘principal component’, ‘principal components analysis (pca)’, ‘robust
principal component analysis’, and ‘robust pca’.

27. ‘logistic regression’ replaces ‘logistic regression (lr)’, ‘multinomial logistic re-
gression’, ‘kernel logistic regression’, ‘logistic models’, and ‘logistic regression
analysis’.
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28. ‘gradient descent’ replaces ‘stochastic gradient descent’.

29. ‘backpropagation’ replaces ‘back propagation’, ‘back-propagation’, ‘back prop-
agation neural network’, ‘back-propagation neural network’, ‘back-propagation
algorithm’, ‘back propagation algorithm’, ‘backpropagation algorithm’, ‘back
propagation artificial neural network’, ‘backpropagation neural network’,
‘back-propagation artificial neural network’, ‘back-propagation network’, ‘back-
propagation neural networks’, ‘backpropagation neural networks’, ‘back propa-
gation network’, ‘back propagation neural network (bpnn)’, ‘back propagation
(bp)’.

30. ‘gradient boosting’ replaces ‘extreme gradient boosting’, ‘stochastic gradient
boosting’, ‘gradient boosting decision tree’, ‘gradient boosting machine’, ‘gradi-
ent boosting machines’, ‘gradient boosted trees’, ‘gradient boosting trees’, and
‘extreme gradient boosting (xgboost)’.

31. ‘generative adversarial networks’ replaces ‘gan’, ‘generative adversarial net-
work’, ‘generative models’, and ‘generative model’.

32. ‘supervised learning’ replaces ‘supervised machine learning’, and ‘unsupervised’.

33. ‘unsupervised learning’ replaces ‘unsupervised machine learning’, and ‘unsuper-
vised’.

34. ‘semi-supervised learning’ replaces ‘semisupervised learning’, ‘semi-supervised’,
and ‘semi-supervised machine learning’.
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APPENDIX B

AI KEYWORDS USED IN THE SECOND ITERATION OF SNOWBALL
SEARCH
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1. support vector machine

2. deep learning

3. genetic algorithm

4. random forest

5. convolutional neural network

6. perceptron

7. backpropagation

8. natural language processing

9. supervised learning

10. unsupervised learning

11. semi-supervised learning

12. reinforcement learning

13. recurrent neural networks
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APPENDIX C

THE TOP 20 KEYWORDS AFTER TWO ITERATIONS OF SNOWBALL
SEARCHING
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1. machine learning

2. artificial neural networks

3. artificial intelligence

4. neural networks

5. support vector machine

6. deep learning

7. prediction

8. genetic algorithm

9. classification

10. data mining

11. random forest

12. convolutional neural network

13. clustering

14. feature selection

15. image processing

16. optimization

17. feature extraction

18. big data

19. pattern recognition

20. principal component analysis
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APPENDIX D

CONDITIONAL AND UNCONDITIONAL MEAN VALUES AND VARIANCES
OF CITATION COUNTS OF THE FOUR CATEGORIES OF AI PUBLICATIONS
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Category Mean Var
Accepted Wisdom 22.07 18547.32
Avant Garde 15.93 3696.38
Darwin’s Tower 28.41 54161.42
Platypus 12.33 18391.57
Unconditional 19.95 17516.07
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APPENDIX E

SUMMARY OF NEGATIVE BINOMIAL REGRESSION ON THE KNOWLEDGE
RECOMBINATION TAXONOMY AND AI PUBLICATIONS’ CITATION

COUNTS
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Dep. Variable: Z9 No. Observations: 296378
Model: GLM Df Residuals: 296373
Model Family: NegativeBinomial Df Model: 4
Link Function: Log Scale: 1.0000
Method: IRLS Log-Likelihood: -1.0917e+06
Date: Tue, 20 Sep 2022 Deviance: 6.1970e+05
Time: 14:04:55 Pearson chi2: 9.70e+06
No. Iterations: 17 Pseudo R-squ. (CS): 0.4877
Covariance Type: nonrobust

coef std err z P > |z| [0.025 0.975]
Intercept 317.7754 0.621 512.108 0.000 316.559 318.992
category 20 80 cumulative[T.Avant Garde] -0.5230 0.004 -120.350 0.000 -0.532 -0.515
category 20 80 cumulative[T.Darwin’s Tower] -0.2939 0.006 -46.170 0.000 -0.306 -0.281
category 20 80 cumulative[T.Platypus] -0.4640 0.008 -59.943 0.000 -0.479 -0.449
PY -0.1564 0.000 -507.582 0.000 -0.157 -0.156
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APPENDIX F

OLS REGRESSION RESULTS OF NORMALIZED LOGARITHM OF THE
NUMBER OF AI PUBLICATIONS
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Dep. Variable: normalized annual count ln R-squared: 0.967
Model: OLS Adj. R-squared: 0.967
Method: Least Squares F-statistic: 1869.
Date: Thu, 09 Feb 2023 Prob (F-statistic): 1.52e-48
Time: 14:59:40 Log-Likelihood: -60.289
No. Observations: 65 AIC: 124.6
Df Residuals: 63 BIC: 128.9
Df Model: 1
Covariance Type: nonrobust

coef std err t P > |t| [0.025 0.975]
Intercept -339.8149 7.982 -42.575 0.000 -355.765 -323.865
year 0.1736 0.004 43.226 0.000 0.166 0.182

Omnibus: 3.411 Durbin-Watson: 0.554
Prob(Omnibus): 0.182 Jarque-Bera (JB): 0.361
Skew: 0.182 Prob(JB): 0.186
Kurtosis: 4.105 Cond. No. 2.06e+05

Notes: [1] Standard Errors assume that the covariance matrix of the errors is correctly specified. [2] The condition
number is large, 2.06e+05. This might indicate that there are strong multicollinearity or other numerical problems.
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APPENDIX G

OLS REGRESSION RESULTS OF NORMALIZED LOGARITHM OF THE
NUMBER OF AI PATENTS
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Dep. Variable: normalized annual count ln R-squared: 0.971
Model: OLS Adj. R-squared: 0.971
Method: Least Squares F-statistic: 1455.
Date: Thu, 09 Feb 2023 Prob (F-statistic): 8.66e-35
Time: 15:20:37 Log-Likelihood: -16.099
No. Observations: 45 AIC: 36.20
Df Residuals: 43 BIC: 39.81
Df Model: 1
Covariance Type: nonrobust

coef std err t P > |t| [0.025 0.975]
Intercept -306.1568 8.119 -37.710 0.000 -322.530 -289.784
year 0.1550 0.004 38.138 0.000 0.147 0.163

Omnibus: 0.549 Durbin-Watson: 0.279
Prob(Omnibus): 0.760 Jarque-Bera (JB): 0.652
Skew: -0.076 Prob(JB): 0.722
Kurtosis: 2.430 Cond. No. 3.07e+05

Notes: [1] Standard Errors assume that the covariance matrix of the errors is correctly specified. [2] The condition
number is large, 3.07e+05. This might indicate that there are strong multicollinearity or other numerical problems.
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APPENDIX H

OLS REGRESSION RESULTS OF NORMALIZED LOGARITHM OF THE
NUMBER OF SCIENTIFIC PUBLICATIONS
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Dep. Variable: normalized annual count ln R-squared: 0.949
Model: OLS Adj. R-squared: 0.949
Method: Least Squares F-statistic: 1372.
Date: Thu, 09 Feb 2023 Prob (F-statistic): 4.50e-49
Time: 15:31:04 Log-Likelihood: 0.061771
No. Observations: 75 AIC: 3.876
Df Residuals: 73 BIC: 8.511
Df Model: 1
Covariance Type: nonrobust

coef std err t P > |t| [0.025 0.975]
Intercept -93.7698 2.592 -36.175 0.000 -98.936 -88.604
year 0.0484 0.001 37.044 0.000 0.046 0.051

Omnibus: 19.057 Durbin-Watson: 0.047
Prob(Omnibus): 0.000 Jarque-Bera (JB): 5.937
Skew: 0.386 Prob(JB): 0.0514
Kurtosis: 1.859 Cond. No. 1.82e+05

Notes: [1] Standard Errors assume that the covariance matrix of the errors is correctly specified. [2] The condition
number is large, 1.82e+05. This might indicate that there are strong multicollinearity or other numerical problems.
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Dep. Variable: normalized annual count ln R-squared: 0.888
Model: OLS Adj. R-squared: 0.886
Method: Least Squares F-statistic: 442.2
Date: Thu, 09 Feb 2023 Prob (F-statistic): 2.98e-28
Time: 15:35:59 Log-Likelihood: 12.091
No. Observations: 58 AIC: -20.18
Df Residuals: 56 BIC: -16.06
Df Model: 1
Covariance Type: nonrobust

coef std err t P > |t| [0.025 0.975]
Intercept -74.7722 3.123 -20.741 0.000 -71.028 -58.516
year 0.0330 0.002 21.028 0.000 0.030 0.036

Omnibus: 8.687 Durbin-Watson: 0.295
Prob(Omnibus): 0.013 Jarque-Bera (JB): 2.888
Skew: -0.127 Prob(JB): 0.236
Kurtosis: 1.937 Cond. No. 2.37e+05

Notes: [1] Standard Errors assume that the covariance matrix of the errors is correctly specified. [2] The condition
number is large, 2.37e+05. This might indicate that there are strong multicollinearity or other numerical problems.
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Figure J.1: Team size distribution in patents in AI and its subdomains.

AI subdomain count mean std min 25% median 75% max
any ai 257208.0 2.970378 2.024852 1.0 2.0 3.0 4.0 65.0
evo 237.0 2.514768 1.867653 1.0 1.0 2.0 3.0 12.0
hardware 29105.0 2.985501 2.085200 1.0 2.0 2.0 4.0 53.0
kr 156614.0 2.982186 1.975265 1.0 2.0 3.0 4.0 43.0
ml 41078.0 2.921345 1.921791 1.0 2.0 3.0 4.0 61.0
nlp 13822.0 2.946317 1.967101 1.0 2.0 3.0 4.0 26.0
planning 126753.0 3.101639 2.150067 1.0 2.0 3.0 4.0 65.0
speech 18153.0 2.789732 1.838008 1.0 1.0 2.0 4.0 26.0
vision 41269.0 2.986624 1.962776 1.0 2.0 3.0 4.0 26.0

Table J.1: Statistical summary of team sizes in AI subdomains
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Figure K.1: Citation percentile composition by team size
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Figure K.2: Disruption percentile composition by team size
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AI subdomain Source of Novelty Count Mean std min 25% median 75% max

any ai

combination 103433.00 3.01 2.03 1.00 2.00 3.00 4.00 53.00
novel combination 22061.00 2.77 1.94 1.00 1.00 2.00 4.00 61.00
origination 2535.00 2.21 1.57 1.00 1.00 2.00 3.00 20.00
refinement 129179.00 2.98 2.04 1.00 2.00 3.00 4.00 65.00

evo

combination 15.00 1.93 0.96 1.00 1.00 2.00 2.50 4.00
novel combination 82.00 2.51 2.12 1.00 1.00 2.00 3.00 12.00
origination 41.00 3.00 2.04 1.00 1.00 2.00 4.00 8.00
refinement 99.00 2.40 1.65 1.00 1.00 2.00 3.00 9.00

hardware

combination 11182.00 3.09 2.16 1.00 2.00 3.00 4.00 53.00
novel combination 5146.00 2.87 2.03 1.00 1.00 2.00 4.00 24.00
origination 814.00 2.29 1.68 1.00 1.00 2.00 3.00 16.00
refinement 11963.00 2.99 2.06 1.00 2.00 3.00 4.00 26.00

kr

combination 60815.00 3.05 2.00 1.00 2.00 3.00 4.00 36.00
novel combination 15923.00 2.84 1.90 1.00 1.00 2.00 4.00 34.00
origination 2037.00 2.27 1.60 1.00 1.00 2.00 3.00 23.00
refinement 77839.00 2.98 1.98 1.00 2.00 3.00 4.00 43.00

ml

combination 15021.00 3.08 1.95 1.00 2.00 3.00 4.00 18.00
novel combination 8702.00 2.86 2.02 1.00 1.00 2.00 4.00 61.00
origination 1357.00 2.34 1.68 1.00 1.00 2.00 3.00 20.00
refinement 15998.00 2.86 1.85 1.00 2.00 2.00 4.00 22.00

nlp

combination 4686.00 3.02 1.98 1.00 2.00 3.00 4.00 26.00
novel combination 1716.00 2.94 2.08 1.00 1.00 2.00 4.00 15.00
origination 270.00 2.31 1.64 1.00 1.00 2.00 3.00 13.00
refinement 7150.00 2.92 1.94 1.00 2.00 2.00 4.00 26.00

planning

combination 47473.00 3.14 2.12 1.00 2.00 3.00 4.00 41.00
novel combination 11295.00 2.93 2.14 1.00 1.00 2.00 4.00 53.00
origination 1249.00 2.31 1.54 1.00 1.00 2.00 3.00 16.00
refinement 66736.00 3.12 2.18 1.00 2.00 3.00 4.00 65.00

speech

combination 6025.00 2.88 1.92 1.00 1.00 2.00 4.00 26.00
novel combination 2557.00 2.71 1.80 1.00 1.00 2.00 4.00 21.00
origination 346.00 2.15 1.47 1.00 1.00 2.00 3.00 13.00
refinement 9225.00 2.77 1.80 1.00 1.00 2.00 4.00 26.00

vision

combination 21484.00 3.04 2.01 1.00 2.00 3.00 4.00 25.00
novel combination 8377.00 2.97 1.96 1.00 2.00 3.00 4.00 21.00
origination 703.00 2.36 1.50 1.00 1.00 2.00 3.00 11.00
refinement 10705.00 2.92 1.88 1.00 2.00 3.00 4.00 26.00

Table L.1: Summary statistics of team sizes in AI subdomains by sources of tech-
nological novelty
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Figure M.1: Number of AI patents by different team sizes categorized by sources of
technological novelty
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Figure M.2: Percent of AI patents by different team sizes categorized by sources of
technological novelty
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Figure M.3: Relative ratio of the percentage of AI patents categorized by techno-
logical novelty. The dotted gray lines in the panels represent a fictional relative ratio
equal to one, indicating the percentage of a category if patents are evenly distributed
across team sizes.
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LARGER TEAMS, MORE TECHNICAL COMPONENTS AND MORE FIELDS
INVOLVED IN AI INVENTIONS
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This section presents the relationship between the team size and the number of
technology codes (also referred to as n-tuples) in AI patents. Figures N.1 and N.2
illustrate that the larger the team is, the more technical components and fields are
involved in the patents produced by the team. In other words, when it comes to
invention, there is strength in numbers.
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Figure N.1: Percentage of AI patents with different number of CPC subgroups (full-
digit codes) by team size.
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Figure N.2: Percentage of AI patents with different number of CPC subclasses (4-
digit codes) by team size.
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Figure O.1: Distribution of AI patents’ CPC subclasses and subgroups
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FULL RANGE HIT RATE OF AI PATENTS OR PUBLICATIONS COMPARED
TO BACKGROUND

256



The following Figure P.1 illustrates the percentage of each category in AI patents
or AI publications that is ranked in the top percentiles in terms of annual citations.
The x-axes represent the top percentiles in terms of annual citations or the so-called
background percentages, and the y-axes represent the percentage of each category
illustrated as lines in different colors that are ranked in the corresponding top per-
centiles in terms of citations. For instance, in Panel D, the red line represents origi-
nation publications that reference only new journals. There is a point on the red line
with the coordinate (0.8, 0.6). It indicates that 60% of origination AI publications
are ranked in the top 80% percent in terms of annual citations. 60% is smaller than
80%, indicating that origination publications have a lower chance of becoming top
80% in terms of citations.
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Figure P.1: Full range hit rate of AI patents and publications compared to the
background. The x-axis in each panel represents the background hit rate in terms
of average annual citations. The y-axis in each panel represents the hit rate in each
category. A line higher than y = x indicates that the category such a line represents
has a higher hit rate than the background.
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SUMMARY STATISTICS OF THE SEVEN MAIN TYPES OF AI ASSIGNEES
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The following Table Q.1 presents the summary statistics of the seven main types of assignees in AI patenting. As
the table shows, U.S. companies or corporations own the largest share of AI patents (71%). Nevertheless, U.S. federal
government agencies on average own the most patents (31 AI patents each).

assignee type count %count patent count %patents
average
patents

median
patents

std CV(%)

US Company or Corporation 17,677 63.58% 181,143 70.51% 10.25 1 238.15 2324
Foreign Company or Corporation 8,911 32.05% 65,607 25.54% 7.36 1 63.75 866
US Individual 660 2.37% 870 0.34% 1.32 1 0.95 72
Foreign Individual 318 1.14% 406 0.16% 1.28 1 1.36 106
US Federal Government 37 0.13% 1,138 0.44% 30.76 3 86.76 282
Foreign Government 37 0.13% 284 0.11% 7.68 1 15.36 200
US State Government 1 0.003% 7 0.003% 7 7 n/a n/a

Table Q.1: Summary statistics of the seven main types of AI assignees
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SUMMARY STATISTICS OF THE NUMBER OF CPC SECTIONS, CPC
SUBSECTIONS, CPC GROUPS, AND CPC SUBGROUPS OF AI PATENTS
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count mean std min 25% 50% 75% max
CPC section count 256,892 1.38 0.57 1 1 1 2 6
CPC subsection count 256,892 1.56 0.84 1 1 1 2 17
CPC group count 256,892 1.90 1.21 1 1 2 2 30
CPC subgroup count 256,892 5.84 6.70 1 2 4 7 157

Table R.1: Summary statistics of four levels of CPC codes
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Figure S.1: Distribution of the number of CPC sections, CPC sub-sections, CPC
groups, and CPC subgroups of each AI patent
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Figure T.1: Time series of the number of assignees (blue), number of new assignees
(orange), and percent of new assignees in five technology domains (dashed red line,
measured by the right y-axes).
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SUMMARY STATISTICS OF SERIAL AI ASSIGNEES’ SELECTED VARIABLES
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count mean std min 25% 50% 75% max
Active years (AYi = max

∀p∈Pi

tp − min
∀p∈Pi

tp+1) 482 15.2 10.1 4 7 12 21 45

Total patent count (|Pi|) 482 337.3 1,430.7 16 49 104.5 239.5 26,609
Annual patent count (|Pi|/AYi) 482 17.7 44.2 4 5.2 7.8 15.3 591.3
Distinct CPC count (|TCi|) 482 501.5 736.7 12 136.3 263.5 540.8 7,990

Distinct CPC pair count (|TCPi|) 482 4,439.7 10,568.6 45 723 1,656.5 4,538.8 150,655
Total CPC count (

∑
∀p∈Pi

|TCp|) 482 1,857.2 6,587.3 49 342 667 1,509.5 117,544

Total CPC pair count (
∑

∀p∈Pi
|TCPp|) 482 11,843.2 34,101.9 64 1,210.8 2,861.5 7,869.3 410,648

Table U.1: Summary Statistics of Serial AI Assignees’ Selected Variables
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SELECTED VARIABLES OF TOP 10 AI ASSIGNEES
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Organization IBM Microsoft Google Amazon HP Oracle Samsung Facebook Intel Apple
First year 1976 1994 2003 2006 1979 2002 1991 2010 1979 2007

Active years 45 27 18 15 42 19 30 11 42 14
Patent count 26,609 13,023 7,526 2,977 2,640 2,639 2,289 2,140 1,991 1,976

Average patent per year 591 482 418 198 63 139 76 195 47 141
Distinct CPC count 7,990 5,525 4,490 3,085 3,278 1,781 4,077 1,992 3,561 3,029

Distinct CPC pair count 150,655 100,465 87,863 38,072 21,222 20,292 45,597 31,119 32,983 35,059
Total CPC count 117,544 58,959 44,755 16,566 9,600 11,689 14,227 15,924 11,158 14,136

Total CPC pair count 410,648 273,599 268,822 62,826 25,590 44,255 65,697 107,191 50,178 83,821

Table V.1: Selected variables of top 10 AI assignees.
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SUMMARY STATISTICS OF CEE PARAMETERS OF SERIAL AI ASSIGNEES
IN 2020
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count mean std min 25% 50% 75% max unbiased skew
patent access parameter 380 0.38 0.1 0.18 0.30 0.37 0.44 0.82 0.69
technology code access parameter 380 0.39 0.07 0.22 0.34 0.38 0.43 0.62 0.28
code pair access parameter 380 0.51 0.09 0.30 0.45 0.51 0.58 0.82 0.18
patent grant parameter 380 0.29 0.12 0.07 0.22 0.28 0.36 0.77 0.53
local exploitation parameter 380 0.50 0.18 0 0.42 0.52 0.61 1.00 -0.61
local exploration parameter 380 0.29 0.11 0 0.24 0.32 0.37 0.47 -0.71
global exploitation parameter 380 0.22 0.09 0 0.17 0.24 0.28 0.37 -0.53
global exploration parameter 380 0.09 0.11 0 0 0 0.18 0.35 0.94

Table W.1: Summary statistics of the eight knowledge access and discovery parameters of serial AI assignees in 2020.
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APPENDIX X

DISTRIBUTION OF THE ABSOLUTE COUNTS OF VARIABLES OF
KNOWLEDGE ACCESS AND DISCOVERY OF SERIAL AI ASSIGNEES IN 2020
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Figure X.1: Distribution of the knowledge access and discovery variables of serial
AI assignees in 2020. It is notable that those variables (counts) are very skewed.
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APPENDIX Y

PAIR DISTRIBUTION OF CEE PARAMETERS OF SERIAL AI ASSIGNEES IN
2020
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Figure Y.1: Pair distribution of CEE parameters of serial AI assignees in 2020.
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APPENDIX Z

TIME SERIES OF FOUR COMPANIES’ CEE PARAMETERS
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Figure Z.1: Time series of the CEE parameters of four selected AI organizations.
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APPENDIX AA

GEOGRAPHIC VISUALIZATION SHOWING INVENTIVE ACTIVITIES OF AI
IN EACH STATE OF THE U.S. IN 2020
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The following Figure AA.1 shows geographic visualizations of the mean values
of local exploration parameters of AI assignees in each state of the U.S. in 2020.
The histograms at bottom right corner illustrates the distribution of the mean local
exploration parameters.
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Figure AA.1: The map of mean local exploration parameters of U.S. AI companies

The following Figure AA.2 shows the number of AI assignees of each state in the
U.S. in 2020.
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Figure AA.2: Number of AI organizations in each state in the U.S.
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APPENDIX AB

GEOGRAPHIC VISUALIZATION OF THE NATIONAL MEAN GLOBAL
EXPLOITATION PARAMETERS IN 2020.
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The following Figure AB.1 visualizes the national mean values of global exploita-
tion parameters of assignees that have obtained AI patents from the USPTO. The
histogram at bottom left shows the distribution of such mean values of each countries.
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Figure AB.1: World map of global exploitation parameters
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