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ABSTRACT 
 

Modeling protection devices is essential for performing accurate stability studies. 

Modeling all the protection devices in a bulk power system is an intractable task due to the 

limitations of current stability software, and the difficulty in updating the setting data for 

thousands of protection devices. One of the critical protection schemes that is not 

adequately modeled in stability studies is distance relaying. Therefore, this dissertation 

proposes two different methods for identifying the critical distance relays for any 

contingency, which are required to be modeled in stability studies. The first method is an 

iterative analytical algorithm and the second method is an ML-based method. The 

performances of both the methods are evaluated on the Western Electricity Coordinating 

Council (WECC) system and the results show that to have an accurate assessment of 

system behavior, modeling the critical distance suffices, and modeling all the distance 

relays in not necessary. Furthermore, modeling various generator protective relays in 

stability studies is also crucial. However, no comprehensive framework has been developed 

that provides guidelines on proper representation of generator protective relays in stability 

studies and evaluate their impact on the dynamic response of a system. To fill this gap, this 

dissertation proposes a comprehensive systematic framework which enables proper 

representation of generator protective relays in stability studies, thereby increasing the 

accuracy of these studies. The framework is tested on a particular area of the WECC system 

and the behaviors of different generator protective relays is evaluated. 

Finally, this dissertation proposes a comprehensive machine-learning (ML)-based 

online dynamic security assessment (DSA) method that broaden the concept of online DSA 
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by predicting loss of synchronism (LOS) in generators, and the operation of critical 

protective relays in a power system. The performance of the method is tested on the WECC 

system in the presence of different noise levels and missing phasor measurement unit 

(PMU) data. The results reveal that the method can provide precise and fast predictions 

and is robust to noise and missing PMU data. Therefore, the method can be reliably used 

in power systems to enhance situational awareness by providing early warnings of 

impending problems in the system. 
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Chapter 1: Introduction 

 

1.1 Overview 

Power system dynamic behavior is governed by two main aspects following a major 

disturbance: protection scheme behavior and the dynamic characteristics of the 

fundamental assets of the system including generators, loads, and control devices [1]. 

Analyzing the historical data of prior outages and blackouts reveals that unforeseen relay 

mis-operations were one of the main factors in many of these events [2]-[3]. In this regard, 

the North American Electric Reliability Corporation (NERC) has identified protection 

systems as critical reliability assets in modern power grids [4] that play a crucial role in 

defining the system behavior during and after disturbances. Therefore, it is critical to 

represent protective relays in power system transient stability studies to obtain a realistic 

assessment of system behavior after a disturbance.  Without modeling and assessing the 

behavior of protection schemes, power system analysis may manifest unrealistic system 

behavior [5]. For instance, a probable distance relay mis-operation after an initial event, 

which in turn leads to uncontrolled islanding and cascading outages, might not be captured 

in offline transient stability studies without including distance relay models [6]. Thus, 

proper control actions might not be designed to prevent these relay mis-operations.  In fact, 

mis-operation or lack of operation of protection systems exacerbates the condition of a 

power system which is experiencing a disturbance and leads it toward a major blackout.  

In this regard, some of the well-known blackouts have been analyzed, and it was shown 

that the 1996 and 2003 North American blackouts could have been avoided by proper load 
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shedding before the mis-operation of a single protective relay [7]-[8]. A relay mis-

operation on a transmission line connecting Italy to the rest of Europe was a critical factor 

causing the 2003 Italian blackout [9]. Also, it is discussed in [10] that the lack of proper 

studies of protection systems and coordination of remedial action schemes (RAS) is known 

to be one of the main causes of US Southwest blackout in 2011. These studies highlight 

the fact that modeling protection systems and monitoring their behavior during the 

propagation of the contingency under study are essential to have an authentic and precise 

assessment of the system response.  

There are different types of protective relays in the system, such as UVLS and UFLS 

relays, that need to be modeled precisely to perform accurate transient stability studies. 

These protective relays usually are represented in power system stability studies. However, 

distance relays, which are among the most common and critical protective relays, are 

usually not modeled in these studies [5]. References [4], [5], and [11] show that the lack of 

representation of distance relays in transient stability studies can result in an erroneous 

analysis of the post-disturbance behavior of power systems. This conclusion is also 

confirmed in this dissertation via further simulations using the data from the WECC 

system.  

Although, modeling all the distance relays in the system for transient stability studies 

may result in a better assessment of system behavior [5], modeling thousands of distance 

relays in a bulk power system, such as the WECC system, is an intractable task due to 

following reasons: 1)  The current limitations of industrial software tools, such as GE 

positive sequence load flow analysis (PSLF), does not allow adding thousands of distance 
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relay models to the dynamic data file, and 2) The changes that protection engineers make 

in the settings of these relays for various purposes make it a challenging task to ensure 

updated settings in dynamic models. There are two main settings that govern the 

functionality in distance relays: (i) the reach of the operation zones, and (ii) the time delay 

for the operation of each zone. Maintaining updated settings information for thousands of 

distance relays in dynamic models is an intractable task. Hence, the setting information of 

some of the distance relays in the dynamic file of the system, which is used for transient 

stability studies, might be outdated and different from the actual relay settings. Performing 

transient stability studies with outdated settings can lead to inaccurate assessment of system 

behavior. As an example, if zone 3 reach of a relay in the dynamic data file is smaller than 

the actual zone 3 reach of that relay, it is possible that an operation of a relay in the real-

word system is not observed in transient stability studies. This distance relay operation 

may, in turn, lead to another chain of subsequent events and thus, the behavior of the system 

observed in transient stability studies might be completely different from that of the real-

world system. This fact is also confirmed in this dissertation by performing a case study 

with outdated and updated relay settings on the WECC system and analyzing the response 

of the system in these case studies. Therefore, the need for a method that can identify the 

critical distance relays to be modeled in transient stability studies is strongly felt by the 

industry [3],[5], and [9]. 

Two methods are proposed in this dissertation, i.e., analytical algorithmic method and 

ML-based method, to address both the challenges by identifying the critical distance relays. 

As the number of critical distance relays for each type of contingency is far less than the 
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total number of distance relays in the system, the proposed methods eliminate the 

challenges associated with modeling all the distance relays in the system. Moreover, it is 

indeed less challenging to keep the updated setting information for this subset of protective 

relays in the dynamic files of power systems. 

Chapter 3 of this dissertation aims at illustrating the importance of modeling distance 

relays in the system and proposing the analytic algorithmic approach used to identify the 

critical distance relays that need to be modeled for performing stability studies on a 

contingency. The proposed algorithm is based on iteratively monitoring the apparent 

impedance of the transmission lines and applying minimum voltage evaluation (MVE) 

method on each transmission line. The algorithm includes the dynamic model of the 

distance relays identified by either of the methods as critical distance relays in the dynamic 

file of the system at each iteration.  

Chapter 4 presents the ML-based method proposed to identify the critical distance 

relays. This method works based on training an ML model to learn the latent correlation 

between the impedance trajectories observed by the distance relays during the early stages 

of a contingency and the behavior of the distance relays for several seconds later. For any 

contingency, the method performs an initial run of early-terminated transient stability study 

and uses the impedance trajectories observed by the distance relays as the features of the 

trained ML models. Then, the trained ML model predict if any distance relay operates for 

the duration of the simulation and identifies them as critical distance relays.  

The recent trends in increasing the reliance on renewable resources, which are 

inherently intermittent, for power generation and the increase in the number of man-made 
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or natural threats have exposed modern power systems to an unprecedented level of 

uncertainty. Offline stability studies consider a deterministic operation condition and 

topology of the system. Therefore, due to the high level of uncertainty, assessing a modern 

power system behavior during severe disturbances using offline stability studies might not 

correctly capture the system behavior. Inaccurate assessment of system behavior might 

lead to the failure in initiating proper remedial actions, which in turn might lead to 

cascading outages and blackouts [12], [7], and [8].  

The insufficiency of offline stability studies has created a need for online security 

assessment of power systems that can provide fast and reliable assessments of the system 

security considering its current operating condition and topology. In online DSA methods, 

the security of a power system is evaluated online and as the disturbance proceeds 

considering the current operating condition and topology of the system [7]. Hence, online 

DSA methods can eliminate disadvantages of relying only on offline security assessments. 

Online DSA methods should be fast enough to provide enough time for operators (or 

automatic control systems) to take proper preventive or remedial actions. Thus, online DSA 

methods can play a critical role in preventing catastrophic events or reducing the severity 

of these events by providing early indications of the troubles in the system [7]. 

In this regard, online DSA methods should be fast enough to provide enough time for 

automatic control systems to take proper preventive or remedial actions. There are many 

hurdles for using conventional DSA methods such as time-domain simulations, which 

consists of solving a set of non-linear differential equations, and transient energy function 

methods in online applications. The computational complexity of analyzing N-k 
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contingencies and the massive size of power systems make such methods too slow to be 

used in online applications. Also, dynamic changes in transmission topology during 

disturbance propagation in the system due to relay operations add to the challenges of 

implementing conventional methods in online applications [9]. The recent advancements 

in power system monitoring have provided an overwhelming amount of synchronous 

measurement data from different parts of modern power grids. This measurement data can 

be efficiently used by machine-learning-based methods to predict the security of power 

systems [9]. Therefore, ML-based online DSA methods have gained a significant interest, 

recently. 

Following severe disturbances, some of the generators in the system might start to lose 

synchronism with respect to the other generators. If this condition is not promptly detected, 

the protection system of the generators might trip them, which leads to a further mismatch 

between generation and load in the system. This mismatch leads to deceleration or 

acceleration of the rotor of the other generators, which in turn may lead to a local or system-

wide LOS condition. Subsequently, cascading outages may occur, which jeopardize system 

stability and may lead the system toward blackout. Therefore, it is essential for an efficient 

online DSA method to promptly detect LOS conditions in generators ahead of time, thereby 

enabling operators to initiate proper corrective actions to avoid cascading outages.  

As mentioned earlier, protection systems play a crucial role in defining the response of 

power systems to disturbances. In this regard, one of the most important features of an 

online DSA method is the ability to predict critical protection system behavior ahead of 

time. Distance relays as well as UFLS and UVLS relays are among the most common and 
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critical protective relays in power systems. Unstable power swings, i.e., LOS condition, 

may lead to distance relay operation along the electrical center of power swing, which can 

result in formation of uncontrolled islands. Mismatch of generation and load within these 

uncontrolled islands can lead to further outages and even blackouts. Therefore, predicting 

distance relay mis-operation at the early stages of a contingency is crucial for avoiding 

blackouts.  

Moreover, maintaining acceptable voltage and frequency profiles throughout the 

system and continuous serving of load are critical for secure power system operation. Early 

prediction of UFLS and UVLS relay operations after a major disturbance provides valuable 

information, e.g., areas that might experience frequency and voltage drop and the 

consequent load shedding. This information enables initiation of proper control actions to 

alleviate the situation.  

Therefore, chapter 5 of this dissertation proposes a comprehensive ML-based online 

DSA method which provides a detailed prediction of impending LOS condition in 

generators as well as operation of distance relays, UFLS, and UVLS relays in the system, 

for several seconds later. The method trains different ML models using the results of 

extensive offline transient stability studies. The trained models use different periods of the 

voltage angle/magnitude measurements obtained from the electrically closest high-voltage 

buses (above 345 kV) to the generator/relay locations in the system at the early stage of a 

disturbance as the input features. The predictions of the trained models are sent to the 

operators, informing them of the areas of the system which will be impacted by the 

disturbance. Thus, the operators can initiate proper control actions to alleviate the situation. 
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Different reasons for mis-operation of protective relays as well as its influence in the 

dynamic response of the system along with the sequence of events leading to blackout in 

the system are discussed in the remainder of this chapter.  

1.2 Relay mis-operation  

Besides human errors, weather-related events, and device failures, mis-operation of 

protective relays, also known as hidden failures, is one of the most critical factors in leading 

power systems toward blackout [13]. Relay mis-operation may happen due to excessive 

loading on the lines or unstable power swings and may result in formation of unintentional 

islands in the system [13].   

When a system is heavily loaded, some of the critical lines in the system may carry a 

significant amount of power; this may cause the apparent impedance trajectory seen from 

either side of the line traverse into zone 3 operation zone of the relay. The distance relay 

might mis-interpret this as a fault and trip the line without any fault. This, in turn, results 

in overload in other alternative transmission paths, and potentially mis-operation of other 

distance relays. This will further weaken the system which is already under stress and 

jeopardize its stability [13].  

Another possible cause of hidden failure is unstable power swings due to severe 

contingencies in the system.  The initiating event may result in a power swing, which can 

cause a voltage drop across some of the lines in the system, also referred to as the electrical 

center. The distance relays on the line observe this voltage drop, which is also a drop in the 

impedance trajectory of the line, and mis-interpret this condition as a fault and trip the line. 

These hidden failures might result in unintentional islanding of part of the system. It is 
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likely that no generation/load balance exists in these islands, which might cause a 

frequency drop in these islands and lead the system toward blackout. The impedance 

trajectory observed by a distance relay during unstable power swing is discussed in depth 

in [14]. 

This shows how the behavior of protective relays could affect the whole system 

behavior during major disturbances. Therefore, modeling protection systems and assessing 

their behavior is necessary for conducting precise stability studies. Furthermore, for 

designing a proper out-of-step (OOS) blocking scheme for preventing relay mis-operation 

during OOS condition detailed stability studies with modeling critical protective relays 

should be performed.  

It can also be concluded that online monitoring of protective relays in a system and 

predicting their operation several seconds in advance can greatly help operators prevent 

the mentioned protective relay hidden failures by initiating proper control actions. 

Therefore, it can be a desirable property for an online DSA method to be able to monitor 

the system in real-time and predict protective relay behavior several seconds in advance.   

1.3 Different stages of a system from normal operation to blackout   

The series of events leading to a blackout usually starts with a single line or generator 

outage which can occur as a result of equipment failure, environmental factors, or human 

error factor [9]. In this stage, if proper remedial actions are taken (either by the operator or 

automatic control system) the system will traverse to a new stable state. However, 

depending on the severity of the event and resiliency of the power system it might still be 

in an emergency state [9]. In this emergency state, the operator can take system 
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readjustment actions to bring the system back to the normal operating condition. However, 

if after the initial event no proper remedial action is taken or while the system is in 

emergency state, another event happens, cascading outages might start in the system. In 

this stage, additional equipment failures and protection system mis-operation occur. As a 

result, overloaded lines will start to trip one after another (cascading outages) and the 

system might start to split up due to stability problems. In this situation, the proper 

automatic control such as activation of UFLS and UVLS relays as well as coordinated 

damping controls should initiate to prevent blackout in the system. If no control action is 

taken or the control actions are not enough to bring the system back to a stable operating 

condition, the system will traverse into the point of no return. It means that after this point 

no remedial action can bring the system back to a stable operating condition and blackout 

will happen in the system. In this stage due to cascading outages of transmission lines, the 

system splits into uncontrolled islands where there is a large mismatch between the load 

and generation. This load/generation mismatch leads to frequency decay in the system, and 

the large mismatch of reactive power reserve and load lead the system toward voltage 

collapse. Finally, the blackout occurs in the system. The described sequence of events and 

the stages of a power system from the normal operating condition to a blackout is depicted 

in Figure 1.1. 
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Figure 1.1 General sequence of events leading to a blackout [9]. 
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Chapter 2: Impact of power swing on protection systems and OOS protection 

 

Sudden disturbances in power systems, such as a fault on a transmission line, loss of a 

generation unit, and a large change in load, can cause changes in electrical power outputs 

of the generators. Due to the delay in the operation time of the governor and other 

mechanical parts of the generators, the change in a generator mechanical power input is 

much slower than the change in its electrical power output. Thus, an imbalance occurs 

between the electrical power output and mechanical power input of the generators. This 

imbalance, in turn, causes an acceleration or deceleration of the generators and may lead 

to a change in their relative rotor angles. These changes in generator rotor angles create 

stable or unstable power swings on transmission lines. The protective relays might mis-

interpret these power swings as three-phase faults and trip the line. Relay mis-operation 

may cause the forming of unintentional islands in the system. Most likely, there is no 

balance between generation and load in these islands, which may lead to frequency decay 

in the system and eventually, a system-wide blackout may happen. This condition, which 

is called an out-of-step condition, and mis-operation of the relay located in the electrical 

center of the system should be observed in transient stability studies, thereby, enabling the 

operators to implement out-of-step blocking schemes. Then, they can separate the system 

at the desired points to form intentional islands where the load and generation could be 

balanced by proper load-generation shedding plan.  
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In this chapter, the impact of power swing on different protective relays is studied. 

Then, different methods for identifying stable and unstable power swings which can lead 

to relay mis-operation are introduced and compared, and the MVE method which is used 

in the research is thoroughly explained.  

2.1 Rotor angle stability and loss of synchronism 

To study how a generator behaves during and after a disturbance, a simple two-machine 

system, which is a simplified representation of a power system, is illustrated in Figure 2.1.   

If it is assumed that the resistance of the line and machine A and B are negligible in 

comparison to their reactance.  Figure 2.2 shows the electric power-angle curve of one of 

these equivalent generators. The mechanical power input of this equivalent machine is 

considered to be constant and represented in the figure by !!. 

 

Figure 2.1 One-line diagram of a two-machine system [13] 

 

Figure 2.2 Power angle curve [13] 
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Figure 2.3 illustrates the power angle curve of a generator before, during, and after the 

occurrence of a contingency. Before the occurrence of the contingency, the generator 

works in its normal steady-state condition and the rotor angle is "". After the occurrence 

of the contingency, the transfer capability of the system reduces significantly while the 

rotor angle remains the same ("") due to inertia. This causes the operating point to traverse 

from point A and point B in Figure 2.3. At point B, the electric output power is lower than 

the mechanical input power; thus, the rotor angle begins to accelerate until it reaches "# 

which is shown in Figure 2.3 by the transition between point B and point C. "# is the angle 

at which the protection system cleared the fault by removing the faulted line. Area A1 

represents the kinetic energy obtained by the generator during the fault. After the fault is 

cleared, the transfer capability is improved, which allows the machine to transfer more 

power at angle "# and the operation point traverse from point C to point D. At this point, 

the electric power output is higher than the mechanical power input, causing the rotor to 

decelerate. However, the rotor angle continues to increase due to the rotor inertia. If the 

excess kinetic energy obtained by the machine (A1) is not used up before electric power 

becomes less than the input mechanical power, the rotor angle will keep increasing and the 

machine will lose synchronism with respect to the rest of the system [13].  

The critical clearing angle is defined as the clearing angle that for clearing angles higher 

than this angle, the machine will lose synchronism with respect to the rest of the system 

(i.e., area A1 will not be equal to area A2). The critical clearing time depends on the system 

condition and the type of contingency. However, [15] and [16] propose that the likelihood 

of recovering from swing which has exceeded 120 degrees, is marginal. Therefore, for the 
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purpose of setting an out-of-step protection system, 120 degrees is usually accepted as a 

proper value. 

 

Figure 2.3 Power angle curve for various network conditions [13] 

In Figure 2.1, EA and EB can represent a group of generators located in areas A and B, 

respectively. If we assume area A as the exporting area (the area where the generation level 

is higher than the load level) and area B as the importing area (the area where the generation 

level is lower than the load level), a fault on the tie-line connecting the two area will cause 

generators in area B lose synchronism with respect to the generators in area A. In this 

condition, Figure 2.3 can represent power angle curves of the group of generators in one 

area.  

2.2 Stable and unstable power swings  

The difference between a stable and unstable power swing relies on the ability of the 

system to find a new stable operation condition after the power swing. If the power system 

finds a new stable operation condition after a power swing, the power swing is considered 
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as a stable power swing. Whereas, in unstable power swings, the system cannot reach a 

new stable condition and generators’ rotor angles continue to separate. 

As a result of an unstable power swing, loss of synchronism between different groups 

of generators in different areas of the system occurs and a generator or group of generators 

slip poles. In this condition, which is known as an out-of-step condition, terminal voltage 

angles of a generator or a group of generators exceed 180 degrees relative to the rest of the 

interconnected power system. This difference in terminal voltage angles of the generators 

may lead to severe voltage drop along some of the lines connecting these groups of 

generators. The protective relays observing this severe voltage drop may mis-interpret the 

situation as a three-phase fault and trip the line. Although promptly separating the area 

after loss of synchronism is vital for bringing the system back to a stable operation 

condition and to avoid a possible blackout, mis-operations of protective relays result in the 

formation of unintentional islands and exacerbate the power system operating condition 

[15]. Therefore, in order to avoid the formation of unintentional islands as a result of relay 

mis-operations, protective relays should be temporarily blocked from unintentional 

tripping during stable or unstable dynamic conditions. Blocking functionality is usually 

imbedded in modern distance relays to prevent unintentional distance relay operation in 

these conditions. A well-designed protective relaying scheme should be able to distinguish 

between faults and power swings and block the tripping operation of the relays during 

power swings while being able to identify faults during power swings [17].  

During a fault, the voltage, current, and load characteristics start to deviate from its 

normal value to the value that can trigger the relay instantly. However, during power swing 
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condition, these values change slowly from their normal value since it takes time for the 

rotor angles to change due to inertia. Therefore, the rate of change of voltage, current, and 

the impedance observed by distance relays in power swing condition is less than those in a 

fault condition. This fact is the basis of most of the methods trying to distinguish between 

power swings and fault conditions [18].  

A well-designed separation (islanding) scheme should precisely distinguish between 

faults, stable power swings, as well as unstable power swings, and separate the system at 

predefined locations when the voltage angle difference is suitable for safe separation of the 

system.  

An OOS condition imposes many risks to power systems, the most important of which 

are as follows [17]:  

1. Breaker failure due to transient recovery voltage (TRV): OOS condition may impose 

a TRV on the circuit breaker and cause its damage. The highest stress on the circuit breaker 

occurs when the voltage angles across the breaker are 180 degrees apart and it may cause 

damage to the circuit breaker. The OOS protection scheme should not trip when the angle 

difference between islands is close to 180 degrees 

2. Load-generation imbalance in isolated islands which may result in wide-spread 

outages in the islands. 

3. Slipping pole in synchronous generators, i.e., OOS condition, creates thermal and 

mechanical stress on the generator, may cause physical damage to the generator, and 

reduces the life of the machine.   
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4. Undesired circuit breaker tripping during a stable power swing weakens the already 

disturbed system and may result in additional line tripping; This may cause cascading 

outages of lines, which is against the NERC standards [15].  

5. Failure to trip a line during an unstable power swing may result in pole slipping of 

the generator and may cause cascading outages in the system.  

Considering the risk imposed on the system by OOS condition, it is necessary that this 

condition can be detected in comprehensive stability studies, and it is observed that which 

distance relays will mis-operate due to OOS condition and separate the system. Those 

relays should be equipped with OOS blocking scheme that enables operators to prevent 

relay mis-operation in this condition. Then, comprehensive stability studies should be 

performed with modeling critical protective relays to find the best locations to form 

intentional islands where generation-load balance could be achieved with proper load-

generation shedding plan with the goal of minimizing loss of load and maintaining 

maximum service continuity. Therefore, besides OOS blocking scheme, the protective 

relays should be equipped with OOS tripping scheme to enable tripping the relays in the 

desired locations in order to form intentional islands during the OOS condition. It is also 

required that the protection scheme prevent line reclosing after the OOS tripping function 

is invoked [19]. 

2.3 impact of power swings on protection systems  

Power swings are categorized to have a local mode or inter-area mode. In local mode 

power swings, a generator oscillates with respect to the rest of the system, whereas, in inter-

area mode, a group of generators oscillates with respect to the other groups. Inter-area 
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power swings impose more risks to the power system since as explained earlier, in this type 

of power swing the protective relays on transmission lines observe the power swing and 

may mis-interpret it as a fault and trip the line, causing the formation of unintentional 

islands in the system. In local mode power swings, however, the local protective relays 

such as the protective relays of the out-of-step generator and its step-up transformer 

observe the power swing [13].  

The protective relays, which are involved in local and inter-area power swings, and the 

impacts of power swings on these protective relays are reviewed in the remainder of this 

section.  

2.3.1 Impact of inter-area mode power swings on protection systems 

Inter-area power swings can cause the relative rotor angles of groups of generators to 

separate 180 degrees with respect to each other (generator pole slipping). This OOS 

condition causes a dramatic drop in voltage along the line(s) located in the electrical center 

of the system. The responses of different protective relays to the OOS condition are 

different. Some of them, such as distance relays, respond to OOS conditions, while other 

relays, such as differential relays, do not respond to this condition. Different types of relays 

and their responses to OOS conditions are described in the following section [13].    

2.3.1.1 Effects of power swings on overcurrent relays 

Overcurrent relays monitor the flow of the current on the line and operate if the current 

exceeds a predefined value. Figure 2.4 shows a transmission line equipped with an 

overcurrent relay. In this figure, for instance, if a fault occurs on point X, the current 

measured by the relay will be #$ =
%!
&"

; However, in OOS condition where " = 180 with 
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the assumption that (" = (#, the current measured by the relay will be #$ = 2 %!
&"

, which is 

higher than the fault current and will trigger the relay. Furthermore, these relays may even 

operate during stable power swing, since the current might be higher than their pickup 

settings, which is one of the disadvantages of this type of protective relays [20].  

 

Figure 2.4 Impacts of out-of-step condition on overcurrent relay  

2.3.1.2 Effects of power swings on differential relays 

Differential relays measure and compare the value of a particular quantity, such as 

current, at two different points, and they detect a fault condition and send tripping signals 

if these values are different. Figure 2.5. illustrates a differential relay. As it can be seen in 

this figure, during a power swing, the current pass through both point A and B and the relay 

does not observe any difference in the value of the current. Therefore, differential relays 

do not respond to power swings, and if tripping is desired, this protection device should be 

accompanied by a backup or supplementary relay.  

 

Figure 2.5 Impacts of out-of-step condition on a differential relay 
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2.3.1.3 Effects of power swings on distance relays 

A distance relay measures the voltage, current, and angle between voltage and current 

seen from the point it is installed and evaluate these parameters in term of impedance, 

which is proportional to the distance of the relay from the fault. In other words, distance 

relays measure the electrical distance between the fault location and the relay and operate 

if this distance is less than a predefined value. This predefined value is usually set as a 

fraction h of the length of the line from the relay location. This distance is also called the 

“reach point” of the relay. As it is shown in Figure 2.6, the impedance seen from the relay 

location can be calculated by (2.1).  

*' =
%!
("

 (2.1) 

Depending on the location of the fault, the impedance observed by the relay changes. 

For example, in Figure 2.6, point h is set as the reach point of the relay and *$ is the 

impedance of the transmission line per unit of length. Therefore, the criterion for the 

operation of the distance relay is a comparison between the impedance observed by the 

relay and the impedance of the reach point, which is equal to ℎ*$. When a fault occurs at 

distance D of the relay, the impedance observed from the relay is equal to ,*$, which is 

smaller than ℎ*$. Therefore, the relay will respond to the fault without any delay. However, 

if the fault occurs at distance E of the relay, the impedance observed by the relay is equal 

to	.*$, which is higher than ℎ*$. Therefore, the distance relay does not respond to the fault 

without a time delay. The tripping criterion in this type of relays is independent of the 

operating point and topology of the system. 
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Figure 2.6 Reach point of a distance relay 

A common practice in the industry is to set the reach point of the relay at 80 to 90 

percent of the length of the line. For the faults occurring beyond this point, relay A responds 

with a predefined time delay, while relay B responds to the fault immediately. This practice 

leads to a sequential tripping and helps with relay coordination. Various operational 

characteristics have been designed for distance relays such as impedance characteristic, 

reactance characteristic, blinder characteristic, modified impedance characteristic, lens 

characteristic, and mho characteristic. These characteristics are thoroughly explained in 

[21]. Mho characteristic with 3 operation zone, shown in Figure 2.7, is the most widely 

used characteristic in distance relays. 

 

 

Figure 2.7 Mho characteristic of a distance relay with three operation zones
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During a fault or a power swing, If the impedance trajectory observed by a distance 

relay traverse into one of the operation zones of the relay, shown in Figure 2.7, after a 

predefined delay, the relay will respond to the fault by tripping the respective line. The 

mho characteristic is inherently directional and does not respond to the fault occurring 

behind the relay [21]. 

For coordinating the reach of different zones of a distance relay a common practice is 

to set the zone one reach of the relay to cover 80%-90% of the line length. This zone 

responds to a fault condition instantly, and the time delay for its operation is zero. Zone 2 

protection should cover the rest of the line along with a portion of the adjacent line. It is a 

common practice to set the zone 2 reach to cover 120% of the line length. Zone 2 setting 

should not overreach the zone 1 of the adjacent downstream line. Therefore, a time delay 

of 0.25 seconds (without considering the operation time of the adjacent circuit breaker) is 

suggested for this zone. Finally, zone 3 acts as a backup for the relay on the adjacent line 

since it covers the adjacent line completely. If the distance relay of the adjacent line fails 

to operate, zone 3 of the relay responds to the fault with a time delay of 1 to 2 seconds and 

trip the line. Zone 3 of distance relays can be set to observe faults in the backward direction 

as well. The coordination of three operation zones of distance relays is depicted in Figure 

2.8, considering the zone 1, 2, and 3 reach of 80%, 120%, and 220% of the line length [21]. 

 

Figure 2.8 Transmission lines protected by distance relays  
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During power swing, swing impedance may traverse into one of the operation zones of 

a distance relay. If swing impedance traverse into zone 1, the relay operates instantly and 

trips the line. Whereas if the swing impedance traverses into zone 2 or 3, the operation of 

the relay depends on the time it takes for the swing locus to cross zone 2 or 3 boundaries 

of the relay.  For instance, if the power swing is stable, the swing locus may leave zone 2 

or 3 of the relay before the breaker or relay characteristic time delay is exhausted.  

Furthermore, the impedance of the line, which is proportional to its length, affects the 

operation of its corresponding distance relays during power swings. To study the impact of 

line impedance on the operation of the distance relays, the system in Figure 2.9, a two-bus 

equivalent model of the system, is considered. If the impedance of the line is small in 

comparison with the system impedance, the relay operation zones and swing locus look 

like Figure 2.10.  In this case, the swing locus enters the relay operation zone when the 

system angular difference is far bigger than 120 degrees [21], and one of the operation 

zones of the relay will operate depending on the time delay of the zones and the circuit 

breaker. In [20], it is discussed that the likelihood of a system to recover from a power 

swing is almost zero after the angular difference passes 90 degrees. Therefore, in this case, 

where the angular difference is far bigger than 120 degrees, the likelihood of the system 

recovering to a stable operating condition is almost zero. In this condition, separation of 

the system is not desirable, and the OOS protection scheme should block the tripping of 

this relay.     

On the other hand, if the line impedance is large in comparison to the system 

impedance, the relay operation zones and swing locus look like Figure 2.11.  In this case, 
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the swing locus may enter the relay operation zones when the system angular difference is 

less than 90 degrees, meaning that in this case, the relay may even trip for any stable power 

swing. In this case, either the relay should be blocked, or if the tripping of the relay is 

desired, it should be restricted using a supplementary characteristic such as blinders [16].   

 

Figure 2.9 Equivalent system used to study loss of synchronism characteristic  

 

Figure 2.10 Effect of power swing on distance relays: small line impedance in 

comparison to system impedance [16] 

For assessing if a swing locus entering a relay zone will cause relay tripping or not, the 

time it takes for swing locus to traverse through the relay zone is calculated using (2.2). If 

this traverse time is greater than the time delay for that zone plus the circuit breaker 

operation time, the relay will trip the line. "# and "" for zone 3 are shown in Figure 2.11 

and / is the slip in degrees per second [16]. 
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0 = )#*)!
+

 (2.2) 

 

 

Figure 2.11 Effect of power swing on distance relays: large line impedance in comparison 

to the system impedance [16] 

2.3.1.4 Impacts of power swings on under-frequency and under-voltage load shedding  

UFLS and UVLS relays shed pre-defined blocks of loads when the frequency or voltage 

drops below the set points of these relays, respectively. These relays do not directly get 

engaged in power swing. However, in the case of distance relay mis-operation which leads 

to the formation of unintentional islands, the potential load-generation imbalance could 

cause frequency/voltage drop and consequently, the UFLS and UVLS relay operations in 

these islands. Although UFLS and UVLS are among the most effective remedial actions to 

re-establish generation-load balance in intentional islands, in unintentional islands, the 

block of load shedding may be more than the amount of generation-load imbalance, and 

the operation of these relays may exacerbate the system condition [13].   
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2.3.2 Impact of local mode power swings on protection systems 

As mentioned before, in local mode power swings a generator loses synchronism with 

respect to the rest of the system (generator OOS condition). The necessity of protecting 

generators with an OOS protection scheme was highlighted after the United States 1965 

northeastern blackout [22]. Most of the protective schemes of the generators are unable to 

provide complete OOS protection for the generators. Therefore, for this purpose, the 

generators should be equipped with protection schemes specifically designed for providing 

out-of-step relaying for generators [22]. 

The OOS protective relays designed for generators monitor the generator and its step-

up transformer and initiate tripping if the electrical center of a power system disturbance 

passes through the generator or its step-up transformer [16].  

It is recommended in reference [16] that instead of performing out-of-step tripping for 

generators, it is more desirable to separate the system in appropriate locations to form 

intentional islands with generation-load balance. The reason is that generators are preferred 

to remain online and be ready to resynchronize the islands after separation. To identify the 

appropriate location for separating the system, it is necessary to perform comprehensive 

stability studies with modeling the critical distance relays. Then, a proper OOS blocking 

scheme along with the appropriate location for separating the system can be identified.   

2.4 Literature review on power swing detection methods 

The first critical step during an OOS condition is to detect the power swing promptly 

and initiate an appropriate OOS blocking scheme to avoid a system-wide blackout [19]. 

Several power swing detection methods are presented in the literature. These methods can 
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be categorized into conventional methods and non-conventional methods, each of which 

has its own advantages and disadvantages. Some of these methods are briefly reviewed in 

this chapter [19]. 

Conventional methods for detecting power swings are based on the rate of change 

(ROC) of the swing impedance. The swing impedance locus travels in the impedance plane 

slowly. However, in the fault condition, the impedance changes instantly. This feature is 

used in conventional methods to distinguish between a power swing and a fault condition. 

Some of the well-known conventional methods are as follows:  

Blinder Schemes: 

This scheme is based on adding two blinders to the relay impedance characteristic. In 

this method, the time that it takes for power swing locus to travel between two blinders is 

recorded and compared to a time setting. If the traverse time of the power swing locus is 

greater than a predefined time setting, a power swing is detected. Power swing blocking 

scheme cannot be achieved using this method since the swing locus should completely pass 

the relay impedance characteristic and reach to the left blinder.   

Dual-Blinder Schemes: 

To address the shortcoming of the blinder scheme, the dual-blinder scheme can be used. 

In this scheme, there are two blinders (inner and outer) at each side of the impedance 

characteristic of the relay, and the traverse time of the swing locus between inner and outer 

blinders is recorded and compared with a time setting. This method can detect the power 

swing before its locus enters the impedance characteristics of the relay.  
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Concentric characteristic scheme: 

The Concentric scheme works like the dual-blinder scheme. The traverse time of swing 

locus between the outer characteristic and the inner characteristic is recorded and is 

compared with a time setting. If the traverse time is bigger than the time setting, a power 

swing is detected. Figure 2.14 shows the characteristics of different conventional schemes 

for power swing detection.  

Both dual-blinder and concentric characteristic schemes have the disadvantage of 

difficulty in defining an appropriate time setting. To ensure the precise OOS blocking 

scheme operation, a power swing should be detected before the swing locus enters any of 

the relay impedance characteristics. Therefore, the inner blinder should be located outside 

the largest relay impedance characteristics, and the outer blinder should be located outside 

of the load zone to prevent incorrect blocking operation in heavy load conditions. 

Achieving such a meticulous setting is a challenging task when the line impedance is large 

in comparison to the network impedance. Therefore, several stability studies should be 

conducted, and the fastest power swing should be detected to define the time settings of 

the blinders. Moreover, the slip that is used for calculating the traverse time of the power 

swing locus usually changes after the first slip cycle. Therefore, setting a fixed impedance 

separation between the blinders and a fixed time delay might not be so precise for OOS 

blocking scheme. Furthermore, calculating the source impedance for a bulk power system 

is a complicated task, since it changes with network topology and commitment of 
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generators or other network elements.  The source impedances can also change during a 

disturbance, making it very hard to set a fixed setting for the OOS blocking scheme.  

To address the shortcomings of conventional methods, several non-conventional 

methods have been proposed in the literature. Some of these methods are elaborated upon 

in this chapter. 

 

 

 

 

(a) (b) (c) 
Figure 2.12 The characteristics of different conventional schemes for power swing 

detection: (a) Blinder scheme, (b) Dual-blinder scheme, (c) Concentric characteristic 

scheme (other forms of this scheme are also possible) [13]  

Continuous impedance calculation: 

This method is presented in reference [23]. The method monitors the swing impedance 

progression in the impedance plane and detects the impedance trajectory as a power swing 

trajectory if three criteria of continuity, monotony, and smoothness are met. Continuity 

means that the change in X and R of the impedance trajectory should be less than a 

threshold. Monotony indicates that the trajectory does not change direction. Smoothness 

shows how abruptly the impedance trajectory changes. As mentioned before, unlike a fault 

condition, the impedance trajectory does not change abruptly during power swings. The 
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advantage of this method is that it needs no settings, and for covering even the very slow 

power swings, the method is accompanied by a concentric characteristic [23].  

Continuous calculation of incremental current: 

During power swings voltage and current change dramatically. Therefore, to detect a 

power swing, reference [24] proposes a method that measures and monitors the present 

current value and the previous sampled value to detect power swing condition. If the 

difference is more than 5 percent of the nominal current and it lasts for 3 cycles, the 

condition is detected as a power swing. This method is accompanied by an additional delta 

current detector to detect a new step change in current beyond the power swing. As 

mentioned before, step changes in voltage or current do not occur during a power swing 

(smoothness is a characteristic of power swings). Therefore, the step change in current is 

an indicator of a fault condition. This method can address the shortcoming of traditional 

methods in detecting very fast power swings, especially in heavy load conditions. 

However, in a very slow slip (below 0.1 Hz), detecting the power swing is difficult since 

the change in current value is less than 5% of the nominal value [24]. 

R-Rdot out-of-step scheme: 

This method, which utilizes the ROC of impedance for detecting OOS condition is first 

devised for the Pacific 500 kV intertie and installed in the early 1980s. References [24]-

[25] introduced a new variable U, defined by (2.3), which captures the change in impedance 

observed by the relay and its ROC.  

1 = (* − *") + 0"
,$
,%

  (2.3) 
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In this equation, * is the apparent impedance magnitude observed by the relay. *" is 

the impedance of the swing that is to be tripped and 0" is the slope representing Rdot/R.  

*"and 0" are calculated from system studies. OOS tripping will start if U becomes a 

negative value. In fact, equation (2.3) is composed of two parts. The first part, that is (* −

*"), is similar to the conventional methods. The second part, that is 0"
,$
,%

, will accelerate 

the operation of OOS tripping if the impedance changes at a higher rate (when the 

derivative is negative). In this method, a high ,$
,%

 is used to anticipate instability, and the 

amount of anticipation depends on 0". Another modification of this method is to use the 

resistance and its ROC instead of the impedance values used in (2.3). This modification 

has the advantage of reducing the method sensitivity to the location of the swing center 

with respect to the relay location [24]. 

The drawback of the R-Rdot method is that for setting its parameters properly, 

extensive simulation studies for various contingencies are needed. 

Rate of change of swing center voltage: 

This method is based on the monitoring of the voltage and its ROC at the swing center. 

If the two-machine equivalent system of Figure 2.9 is considered as the system under study, 

and the voltages of the two machines are considered equal (. = |.'| = |.+|), the swing 

center voltage (SCV) can be calculated using (2.4) [26]. 

/7((8) = √2. :;<(=8 + -(/)

#
) >?:( -(/)

#
)  (2.4) 

Where @ is the angle difference between the two sources. The magnitude of SCV is 

between 0 and 1 p.u. Under normal load conditions, SCV stays constant, however, during 
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an OOS condition, where the angle difference between the two sources is 180 degrees, this 

value becomes zero. (2.5) can be approximated using the positive-sequence magnitude of 

the source voltage (."):  

/7(1 ≈ .">?:	(	
-

#
)  (2.5) 

The ROC of SCV1 can be calculated using (2.6): 

,&'(!
,%

≈ − 1!
#
:;<	(	-

#
) ,)
,%

  (2.6) 

In (2.6), if the machines go out of synchronism, the ROC of SCV1 will be minimum (a 

large negative value). Also, at this condition, the value of SCV1, calculated using (2.5), 

will be zero. These two facts are used in this method to detects power swings. This method 

usually detects the power swing when the angle difference is around 180 degrees. 

Synchrophasor-based out-of-step relaying: 

In this method, system angle separation is approximated by the difference in phase 

angle measured by synchrophasors at the line ends. If the equivalent two-machine system 

in Figure 2.9 is considered, and it is assumed that synchrophasors measure the positive-

sequence voltages at both ends of the line, the ratio of measured voltages can be represented 

by (2.7): 

%!*
%!+

=
$&
$,
2("*

$&
$,
)3-∠-

$&.$"
$,

2("*
$&.$"
$,

)3-∠-
  (2.7) 

where *5 = *+ + *$ + *' and B1 =
|1*|
|1+|

. Assuming that the source impedance is 

negligible with respect to the line impedance and B1 = 1, the ratio of the voltages at both 

ends of the line will be equal to 1 with the angle of @. This means that the system angle 
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separation @ (the angle difference between the two sources) can be measured by monitoring 

the ratio of the voltages at both ends of the line, which can be used for OOS detection [27]. 

The method proposed in [27], uses the positive-sequence voltage measured by 

synchrophasors at two locations of the network. It also measures the slip frequency /', 

which is the ROC of the angle difference between the two measurements of the 

synchrophasors, and the acceleration C', which is the ROC of the slip frequency. Then 

three criteria are checked by the method to detect OOS condition and start the network 

separation:  

1. If /' is not zero and it keeps increasing (C' is positive).  

2. if (2.8) holds true in the network.  

C' > :E?FG × /' + C7889:/  (2.8) 

Slope and C7889:/ are the parameters that need to be set in the method.  

● If the absolute value of the angle difference between the two synchrophasors becomes 

greater than a pre-defined threshold. 

Using state-plane trajectories analysis for out-of-step detection: 

The analysis of the state-plane trajectory is proposed in [27] as a method for detecting 

the OOS condition. This method is faster, more efficient, and more accurate than the 

Synchrophasor-based method. This method first, finds a single-machine equivalent of the 

system. Next, it performs system analysis on this single-machine equivalent network and 

obtains the state planes (relative rotor speed versus relative voltage angle) during and after 

the fault. The maximum potential energy of the system is used to calculate the critical 

clearing angle and time. Then, the stability of a power swing is predicted using the 
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calculated critical clearing time [27]. However, using the single-machine equivalent of the 

system might lead to inaccurate analysis of system behavior during and after a fault.  

Using decision tree technique for out-of-step condition detection: 

References [28]-[29] implemented a machine-learning-based method to distinguish 

between stable and unstable power swings. The decision tree algorithm is used in these 

references to train a machine learning algorithm using the results of extensive stability 

analysis performed offline. The trained algorithm can be used to categorize a power swing 

in unseen samples into stable or unstable categories.  

Frequency deviation of voltage: 

Reference [30] has devised a method that uses discrete Fourier transform to calculate 

the angular velocity of bus voltage and the angular acceleration of the generator rotor angle. 

These two parameters are shown in the same plane in this reference and the criterion for 

OOS detection is developed. In this method, the need for measuring the current of the line 

has been eliminated.  

Out-of-step detection using swing impedance trajectory circles: 

Power swing impedance trajectory has been used in [31] to detect power swings. The 

proposed method in this reference describes the impedance locus of a power swing and a 

fault as a circular characteristic. In both power swing and fault condition, the center of the 

impedance trajectory is located outside the relay impedance characteristic. However, in a 

fault condition, the center of the impedance trajectory shifts to a location inside the relay 

impedance characteristic. This feature is used to distinguish between a fault condition and 

a power swing [31].  
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Minimum voltage evaluation method: 

This method is based on the fact that during the OOS condition, the voltage at the 

electrical center substantially decreases [32]. The method uses the bus voltages of the 

system recorded in each step of transient stability studies for solving a single-variable 

nonlinear optimization problem for identifying the lines which are located in the electrical 

center [32]. More details about this method are presented in chapter 3. 

Various methods for detecting power swings and distinguishing them from a fault 

condition are discussed in this section. When using any of these methods, an unstable 

power swing is detected, proper OOS tripping and blocking actions should be performed 

to avoid cascading outages in the system and blackout. Therefore, the potential location for 

relay mis-operation due to OOS conditions should be identified through conducting 

comprehensive planning studies with modeling critical distance relays, and OOS blocking 

scheme should be implemented in these locations. In this dissertation, an algorithm is 

proposed to identify the critical distance relays to be modeled in stability studies in order 

to precisely access the system behavior during disturbances. By modeling the critical 

distance relays identified by the proposed method, all local and system-wide impacts of a 

disturbance can be captured. Therefore, the transmission lines which will experience 

distance relay mis-operation during OOS condition can also be identified and proper OOS 

tripping and blocking actions can be implemented.  

2.5 Summary 

In this chapter rotor angle stability, different types of power swings and out-of-step 

condition are discussed. The impacts of a local and inter-area power swing on the system 
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and various protective relays are studied. Various out-of-step detection methods proposed 

in previous research works are presented and analyzed.   
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Chapter 3: Minimum Voltage Evaluation method and the proposed iterative 

algorithm for identifying critical distance relays 

 

As mentioned in Chapter 1, representing protection systems in stability study software 

can significantly improve the preciseness and authenticity of stability studies. In this 

regard, the importance of modeling protective relays in transient stability studies has been 

investigated in some of the previous research works. Reference [33] analyzes the 

importance of modeling distance relays in planning studies by investigating a real-world 

case study. In this case study, the series of events leading to a major blackout initiated by 

a lightning strike and exacerbated by distance relay mis-operations due to overload on 

lines. To analyze the impact of protection devices on dynamic simulation, reference [1] 

performs several case studies with modeling distance relays, under/over voltage protective 

relays, as well as under/over frequency protective relays in the system based on the NERC 

standards or the best engineering practices. Reference [11] investigates the importance of 

modeling critical assets of the system including protective relays. The importance of 

performing transient stability studies with modeling protective relays in analyzing the 

vulnerability of a system has been demonstrated in this paper which highlights the 

shortcomings of steady-state analysis in identifying the critical system vulnerabilities.   

As mentioned in the references, the behavior of the protection system during and after 

the occurrence of a contingency significantly affects the performance of the system, and 

the stability studies conducted without modeling protection systems may not precisely 

reflect the performance of the system. One of the most important protective relays that can 
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play a significant role in defining the system response to a disturbance is distance relay. 

Nevertheless, the current trend in the industry is to conduct transient stability studies 

without modeling distance relays. Therefore, proper modeling and representation of 

protection systems in stability software tools, such as GE PSLF, has been a concern in the 

industry for a long time.  

As mentioned in chapter 1, modeling all the distance relays existing in a bulk power 

system has technical and practical challenges.  Therefore, the need for developing an 

algorithm to identify the critical distance relays to be modeled in transient stability studies 

for achieving a precise assessment of system behavior is felt for a long time [5]. Such an 

algorithm will address both the mentioned challenges by significantly reducing the number 

of relays needed to be modeled in transient stability studies for assessing the system 

behavior during a disturbance.  

In this regard, a link between computer-aided protection engineering (CAPE) software, 

which is software for analysis of protective relay response, and power system simulator for 

engineering (PSS/E) software has been developed in [34]. The link enables simultaneous 

analysis of protection systems response along with the dynamic response of the system in 

transient stability studies. The internal interface between CAPE and PSS/E is established 

using the CAPE-Transient Stability (CAPE-TS) module [34]. In every simulation step, the 

transient stability program (PSS/E) updates the positive-sequence voltage profile of the 

system and sends it to the CAPE software. Then, the CAPE software evaluates the 

operation of protective relays and the status of breakers. If any operation is identified by 

the CAPE, the network topology is simultaneously updated in the dynamic and protection 
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models. In the next iteration, the voltage profile of the system is calculated by the PSS/E 

software considering the updated network configuration and is send back to the CAPE [34].  

Although the CAPE-PSS/E platform makes it possible to simultaneously analyze the 

protection system response and the dynamic response of the system, there are some 

disadvantages associated with this platform. In each iteration of the developed platform, 

the CAPE software only analyzes the operation of protective relays and the status of 

breakers which are located in the vicinity of the fault location. As thoroughly explained in 

Chapter 2, some severe disturbances might cause inter-area power swings and mis-

operation of protective relays. These protective relays, which are not necessarily located in 

the vicinity of the fault location, are required to be analyzed for having a precise assessment 

of system behavior. Therefore, it is essential that any algorithm developed for identifying 

the critical distance relays be capable of identifying these distance relay mis-operations 

occurring at distant locations, as well. Such an algorithm enables a more realistic 

assessment of power system behavior while using transient stability analysis software, 

including the CAPE-TS co-simulation platform. Furthermore, the platform developed in 

[34] imposes a significant computational burden on the system since it needs to analyze 

numerous protective schemes in the grid at each iteration. Thus, this method requires an 

extended simulation time [35]. 

Different methods have also been proposed in the literature for identifying the critical 

protective relays in order to conduct precise transient stability studies. In reference [6] and 

[36] after a random fault or abnormal system condition, the vulnerable region is defined as 

the set of power system circuits which will be disconnected due to hidden failures 
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(unwanted operation) of distance relays in the system. The size of the vulnerable region is 

considered to depend on the location and size of initial events and the design of the 

protection schemes around the area of the initiating event. The general distance relay 

models with three operation zones are then considered for the transmission lines located in 

the identified vulnerable zones. The author of [37] has also considered vulnerability regions 

for the hidden failures of protection systems. The range of the vulnerability region depends 

on the setting of the related distance relays and the severity of the initiating event. 

Furthermore, a vulnerability index has been provided to identify the importance of 

vulnerable regions to model protective relays. The loss of stability of power systems is 

considered as the criterion for computing the vulnerability index. For modeling the primary 

protection of the transmission lines pilot relays have been used in this paper. Since pilot 

relays do not provide back-up protection, zone 2 and 3 protection of distance relays are 

modeled as the back-up protection. In all these works, the location and size of the initiating 

event identify the critical protection schemes. However, as stated before, the initial event 

may lead to several distance relay mis-operations on the lines far from the location of the 

initial event. Therefore, the approaches used in these papers cannot capture the system-

wide effects of a disturbance and may yield an inaccurate assessment of system behavior.  

Different methods of power swing detection including the methods based on ROC of 

the apparent impedance or resistance of relays, continuous calculation of incremental 

current, synchrophasor measurements, R-Rdot schemes, ROC of the swing center voltage, 

the behavior of center of circular locus of the impedance trajectory, wavelet transform, and 

the chaos theory are presented in references [19], [24], [26]-[27], [30]-[31], and [38]-[41]. 
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These methods, if properly implemented in conjunction with stability studies, might be 

able to detect relay operations due to power swings and OOS conditions. However, they 

cannot identify all the critical distance relays required for performing accurate stability 

studies. 

The independent system operator (ISO) of New England uses a generic distance relay 

model that has a zone-3 reach of 300% of line impedances for all the transmission lines. In 

the planning studies, if the relay trajectories are observed within their zone-3 reach, the 

actual data of these relays are collected, and the relays are represented in the analysis with 

accurate settings [42]. The operations of distance relays affect the system response to 

disturbances. After observing the operation of the first distance relay in a study, the system 

behavior for the remainder of the simulation time might be different from its behavior 

without modeling distance relays. Therefore, the set of critical distance relays, i.e., relays 

with impedance trajectories within their zone-3 reach, might be different from the set 

identified in the initial study. Therefore, another study should be performed to identify the 

new set of critical relays. However, this iterative process for identifying the critical distance 

relays has not been considered in [42]. 

Reference [43] proposes a random search algorithm based on power system heuristics 

for fast rare event simulation which are caused by relay mis-operations. Reference [5] 

proposes a generic strategy for identifying the critical distance relays to be modeled in 

transient stability studies for all contingencies. The proposed model in [5] utilizes a mixed-

integer linear program (MILP) which is based on the prior generator grouping information 

and the network structure. The algorithm proposed in this paper is able to identify the 
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critical lines which may experience relay mis-operation due to unstable power swings. 

However, it does not consider the identification of distance relays which are located in the 

vicinity of the fault location and may operate due to the initial effects of the fault. 

Furthermore, the proposed strategy in [5], is a generic strategy which tries to find the 

critical distance relays for all kind of contingencies. Nevertheless, the type and location of 

the contingency significantly affect the set of critical distance relays which should be 

modeled for conducting precise stability studies. Thus, a methodology that identifies 

contingency-specific critical distance relays is of interest. 

An iterative algorithm is proposed in this chapter that uses two methods of apparent 

impedance monitoring and the MVE to identify the critical distance relays that are required 

to be modeled in the stability studies of different contingencies. Modeling these critical 

distance relays enables capturing the local and wide-spread impacts of the contingency on 

the system and the behavior of distance relays during the contingency without exceeding 

the capabilities of stability software. Therefore, the proposed algorithm can address the 

need of the industry for an algorithm to eliminate both the mentioned challenges of 

modeling distance relays in stability studies. 

With the recent trends in increasing penetration levels of renewable resources in power 

systems, the dynamic characteristics of power systems are impacted by renewable 

resources and their converters. As shown in [44] and [45], the dynamic control of voltage 

source converters (VSCs), which are usually used to integrate renewable resources into 

power systems, can lead the system toward instability under some operating conditions. 

Also, during some contingencies, the dynamic control of these VSCs might interfere with 
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the dynamic response of some of the distance relays, leading to mis-operation of these 

relays. Therefore, these mis-operating distance relays should be modeled in the transient 

stability studies of the contingencies. The renewable resources existing in a power system 

with their precise dynamic characteristics along with the dynamic characteristic and control 

of their converters can be included in the transient stability studies. Since the algorithm 

monitors all the lines in the system and identifies any probable distance relay operation (or 

mis-operation), these operations/mis-operations of distance relays due to inference with the 

dynamic response of renewable resources can be captured by the algorithm as well. 

Therefore, unlike previous methods, the proposed algorithm can identify these distance 

relays as critical and model them in transient stability studies, which enables a precise 

assessment of the dynamic behavior of the systems with a high penetration level of 

renewable resources. 

In this chapter, the two methods used by the proposed iterative algorithm to identify 

critical distance relays including the apparent impedance monitoring method and the MVE 

method proposed in [32] are explained. Next, the proposed algorithm is explained in detail. 

Then, the shortcomings of the existing practices of relay modeling in transient stability 

studies are explained in detail. Finally, simulation results are presented to assess the 

performance of the proposed algorithm by analyzing different types of contingencies on 

the WECC system representing the 2018 summer-peak load case.  

3.1 Identification of Critical Distance Relays 

In this chapter, first, the two methods used in the proposed algorithm for identifying 

the critical distance relays are described. Then, the algorithm is explained in detail.  
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3.1.1 The apparent impedance monitoring method 

The apparent impedance monitoring method checks whether the impedance trajectory 

of any transmission line (seen from both sides of the line) at any time interval of the 

transient stability study has traversed into any one of the operation zones of its distance 

relays or not. If that is the case, the distance relays are flagged as critical distance relays. 

To shed light on the performance of the method, a three-phase N-3 bus fault is studied 

on the WECC system and the impedance trajectories of some of the distance relays 

identified by the method are shown in Figure 3.1 (a), (b), and (c), respectively. The 

trajectories from relays at the two ends of a line are shown beneath each other. Figure 3.1 

shows the characteristics of these critical relays, i.e., operation zones, as well. Note that in 

all the sub-figures of Figure 3.1, the y-axis and x-axis are reactance and resistance in p.u., 

respectively. As seen, the impedance trajectories of the distance relays traverse into their 

operation zones. Therefore, the method correctly identifies the distance relays as critical.  

3.1.2 Minimum voltage evaluation method  

The analytical MVE method proposed in [32] is used to detect unstable power swings 

which may lead to distance relay mis-operations. The method is based on the fact that 

during an OOS condition, different groups of generators start to form in the grid. The 

generators in each group may lose synchronism with respect to the generators in other 

groups. In this condition, the voltage angle differences at the two ends of some of the lines 

connecting these groups of generators, i.e., the lines located in the electrical center of the 

power swing, might become close to 180 degrees, which causes a significant voltage 

dropping along the connecting lines. The distance relays on these lines might misinterpret 
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the situation as a fault and open the lines [32]. Therefore, these distance relays should be 

considered in transient stability studies since their operations might lead to unintentional 

islanding and probable cascading outages in the system. OOS blocking schemes should be 

included on these lines to block mis-operations of their distance relays and avoid 

uncontrolled islanding. Furthermore, OOS schemes accompany tripping at appropriate 

locations to initiate controlled islanding during OOS conditions. However, varying 

operating conditions and disturbances can result in various relay mis-operations, which 

may or may not be equipped with OOS schemes. 

 
 (a) 

 
  (b) 
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(c) 

Figure 3.1 The relay impedances (Impt) of three of the transmission lines identified by 
the apparent impedance monitoring method and the operation zone of their relays. 

The MVE method uses the bus voltages and line currents recorded at each step of the 

transient stability study and solves a single-variable nonlinear optimization model for each 

line at each time step. By doing so, the MVE identifies the lines which are located at the 

electrical center and may experience distance relay mis-operation due to OOS condition. 

If the shunt admittances of the lines are neglected, and the impedance per unit length of the 

lines are equal along the line, each transmission line can be represented as Figure 3.2.  

 

Figure 3.2 Voltage along a transmission line 

Considering Figure 3. 2, the voltage along each transmission line can be calculated 

using (3.1). 

(; =	(" − I(J + KL)#" = (("< − IJ#"< + IL#"=) + K(("= − IJ#"= − IL#"<) (3.1) 
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Where (" is the voltage at bus 1,  #" is the flow on the line, and R and X are the 

resistance and reactance of the line, respectively. a is the fraction of the line length under 

study. ("< and ("= are the real and imaginary parts of (", respectively. Likewise, #"< and #"= 

are the real and imaginary parts of #", respectively. The MVE method solves the 

optimization problem (3.2) and (3.3) to find the minimum voltage magnitude along each 

transmission line at each time interval.  

Objective: Minimize 

|(;| = 	M(("< − IJ#"< + IL#"=)# + (("= − IJ#"= − IL#"<)#  (3.2) 

Subject to:  0 ≤ I ≤ 1 (3.3) 

All the variables in the right-hand side of (3.2) are known from each time step of a 

transient stability study except for a. Therefore, the optimization problem (3.2) - (3.3) is a 

single-variable optimization model which can be easily solved for each line at each time 

interval of the transient stability study.  

The optimization problem of (3.2) and (3.3) can have local optimal solutions at the 

endpoints (i.e. I = 0 and I = 1), the points where the first derivative of |(;| with respect 

to I is zero (i.e. ,|%/|	
,;

= 0), and the points where the first derivative of |(;| with respect to 

I does not exist. Among these local minima, the smallest value of |(;| is considered as the 

global minimum of (3.2) - (3.3). If for any transmission line, this global minimum becomes 

zero at any time interval of transient stability study, without any fault being applied to the 

line, it can be concluded that the line is in the electrical center. In this situation, due to the 

severe voltage dip along the line, the impedance observed by the distance relays installed 
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on either side of the line may traverse into one of the operating zones of their mho 

characteristics. The relays mis-interpret the situation as a fault and will operate.  Therefore, 

these distance relays need to be modeled in the transient stability study of the contingency 

and the algorithm used for the purpose of identifying the critical distance relays should be 

equipped with such a method as MVE to identify the lines which are in the electrical center. 

Note that since the transient stability study is performed at discrete time steps, the zero 

voltage at the electrical center might happen between two consecutive time steps. 

Therefore, the zero minimum voltage might not be obtained in the optimization problems 

solved in discrete time steps. However, because power swing traverses slowly, a small 

threshold for voltage magnitude can be considered for identifying the electrical center [32]. 

Therefore, if (3.4) holds, the line is considered to be in the electrical center.  

O(;?=@O ≤ P (3.4) 

In (3.4), O(;?=@O is the minimum voltage magnitude along the transmission line. This 

voltage occurs at I?=@ fraction of the length of the line and is obtained by solving the 

optimization problem (3.2) and (3.3). P is the considered threshold for voltage and is set to 

0.05. More details of the MVE method can be obtained from [32].  

The contingency of Chapter 3.1.1 is also considered here, and the impedance 

trajectories seen from both ends of some of the lines identified by the MVE method along 

with the characteristics of their distance relays are illustrated in Figure 3.3. a, b, and c, 

respectively. As seen in Figure 3.3, the impedance trajectories of these lines traverse into 

one of the operation zones of their distance relays. Thus, depending on the location of the 
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voltage drop along the line, the relay on either end of the line may respond to the condition 

by opening the line, which shows that the MVE method has correctly identified that the 

lines are located in the electrical center. Note that, the impedance trajectories shown in 

Figure 3.1 and Figure 3.3 are obtained using the “zmetr” models invoked in the dynamic 

file while performing the transient stability analysis for the contingencies. Zmetr is a 

standard dynamic model in the PSLF library that is modeled on either end of a line to 

measure the apparent resistance and reactance of the line observed from that end of the line 

at each step of the simulation [46].  

3.1.3 The proposed algorithm for identifying the critical distance relays                                 

Figure 3.4 depicts the flowchart of the proposed algorithm. As shown in this flowchart, in 

the first step of the algorithm, a transient stability study without modeling any distance 

relays is performed for the contingency under study for the entire desired study time, e.g., 

10 seconds. Then, the algorithm obtains all the information required by the apparent 

impedance monitoring and the MVE methods to identify critical distance relays from the 

results of the transient stability study. It is to be noted that all the required data including 

bus voltages and the apparent impedances of the lines are captured at each time interval of 

the transient stability study without any change in the existing practice.  
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(a) 

 
(b) 

 
      (c) 

Figure 3.3 The relay impedances of some of the lines identified by the MVE method 

and operation zones of their relays. 
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After obtaining the required data from the stability software, the apparent impedance 

monitoring and the MVE methods identify the lines that are prone to experience distance 

relay operation. Then, at each iteration (except the first one), the algorithm checks whether 

any new critical distance relays, which have not been identified in the previous iterations, 

are identified by either of the two methods. If no new critical distance relay is identified, 

the algorithm stops; the results of the last iteration of the transient stability study captures 

the behavior of the system during the contingency. Otherwise, if there exists any new 

critical distance relay, the algorithm includes their models on both sides of the 

corresponding transmission lines. Then, the algorithm performs the next iteration of the 

transient stability study for the entire desired study time while including the distance relays 

identified by either of the methods. Subsequently, the algorithm utilizes the two methods 

again and finds new critical distance relays. This iterative process continues until no new 

critical distance relay is identified by either of the two methods. Since at each iteration, the 

transient stability study is conducted for the entire simulation time, if no distance relay is 

identified as a critical distance relay by the algorithm, it is guaranteed that no new critical 

distance relay will be identified in the next iterations, as well.  

Note that OOS schemes implemented in distance relays are not considered in this 

dissertation. However, if the detailed information about the relays that are equipped with 

OOS schemes is provided from the protection group, such schemes can be included on the 

distance relays that are flagged by the algorithm as critical distance relays. Thus, the 

algorithm can evaluate the effectiveness of the OOS schemes of such relays. 

For any type of contingency, this algorithm provides a dynamic data file that includes 
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all the distance relay models required for analyzing the contingency. It also provides the 

results of transient stability study performed with modeling all the critical distance relays. 

 

Figure 3.4 The flowchart of the proposed iterative algorithm. 

The proposed algorithm addresses the challenges of modeling all the distance relays by 

significantly reducing the number of distance relays required to be modeled for performing 

precise transient stability studies. Therefore, the algorithm equips electric utilities with an 

efficient offline tool for performing precise transient stability studies for different types of 

contingencies in their planning studies.    

The accuracy of the proposed method is tested in chapter 3.3 considering different types 
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of contingencies, and the results are compared with a reference case which includes 

distance relay models on all the lines with the voltage level of 345 kV and above. Before 

evaluating the performance of the proposed method, the most important shortcomings of 

current practices of existing relay modeling practice are elaborated upon in chapter 3.2.  

3.2 Drawbacks of the existing relay modeling practice  

Although node-breaker models are gaining more attention in recent years, the common 

utility practice in transient stability studies is still to represent the system using the bus-

branch model. Even though modeling and studying the system using the bus-branch model 

is easier, it has a drawback associated with simulating bus faults when distance relays are 

represented. In the bus-branch model shown in Figure 3.5 (a), when a fault occurs on a bus, 

all the distance relay models placed on the lines connected to the bus observe the fault and 

react to it by opening the respective lines. However, this is not usually the case in actual 

systems, where the substation architecture is in a node-breaker structure as shown in Figure 

3.5 (b). A bus fault in the node-breaker model is cleared by isolating the faulted bus via 

breaker opening. Therefore, to obtain a precise characterization of a bus fault, the faulted 

bus needs to be modeled using a node-breaker model. The closest approximation of an  

 
 (a) (b) 

Figure 3.5 The bus-branch (a), and the node-breaker (b) representation of a bus 
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actual bus fault in the bus-branch model is placing a line fault on a small fraction (e.g., 

0.05) of the line length from the intended bus. This will approximately have the same 

effects of a fault on the bus and only the distance relay of one line will react to it. 

To demonstrate this drawback, since we do not have access to the node-breaker 

representation of the WECC system, a case of bus fault on bus 50 of the small test system 

shown in Figure 3.6 (a) is studied. For comparison, the same bus fault is studied in the bus-

branch representation of the test case, shown in Figure 3.6 (b). Moreover, a 3-phase line 

fault on the line between bus 50 and 100 in Figure 3.6 (b) is studied in the bus-branch 

model. The fault is applied at a distance of 5% of the length of the line from bus 50 to 

approximate the response of the node-breaker model to the bus fault. The faults were 

cleared after 4 cycles [47].  

The relative rotor angles of generators (with respect to generator 1, the slack generator) 

for each case are illustrated in Figure 3.7. Figure 3.7 (a) and Figure 3.7 (b) show that the 

relative rotor angle of generator 2 is different in the two cases of simulating the bus fault 

using the node-breaker model and the bus-branch model. In Figure 3.7 (b), Generator 2 

was separated due to multiple relay operations after the initial bus fault. Figure 3.7 (c) 

shows that the line fault occurring at the close vicinity of the bus can approximately imitate 

the response of the node-breaker model to the bus fault.  
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 (a) (b) 

Figure 3.6 The node-breaker (a), and the bus-branch (b) models of the test case 

To also show this point in the WECC system, as we do not have access to the node-

breaker representation of the system, a case of bus fault on a 500 kV bus of the system (bus 

1) is studied to represent the behavior of the system to a bus fault in the bus-branch model. 

The result is compared with a case of applying a 3-phase fault on the 500 kV line 

connecting bus 1 to the bus 2. The fault is applied at 0.05 length of the line from bus 1. 

Both faults were cleared after 4 cycles. Note that throughout this dissertation, random 

numbers are used to represent elements, e.g., bus numbers, to protect the proprietary data. 

 The rotor angles of a set of generators are illustrated for both cases in Figure 3.8. As seen 

in Figure 3.8, the relative rotor angles are different in the two cases, which shows that the 

bus-branch model cannot precisely represent the response of the system to a bus fault when 

distance relays are modeled. 
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(a) 

 
(b) 

 
(c) 

Figure 3.7 Relative rotor angles: (a) a bus fault in node-breaker model, (b) a bus fault in 
bus-branch model, and (c) line fault near a bus in bus-branch model. 
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(a) 

 
(b) 

Figure 3.8 The relative rotor angles of a set of generators after a bus fault in the bus-

branch model (a), and a line fault near the bus, an approximation of a bus fault in node-

breaker model (b) 

Another challenge of relay modeling in stability studies is the nontrivial coordination 

to maintain and update relay settings for a large number of distance relays. In the current 

practices of stability studies, for analyzing a disturbance while modeling distance relays, 

the dynamic models of all the relays are required to be included. This makes it a challenging 

task to keep the setting information of distance relays updated in the dynamic models. As 

mentioned earlier, performing stability studies using outdated relay settings might lead to 
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a completely different assessment of system behavior. To illustrate this point, a line fault 

is studied on the WECC system. The same line fault is also studied with changes in the 

zone-2 and -3 reaches of two distance relays from 120 and 220 percent of the related line 

impedance to 100 and 120 percent of the line impedance, respectively. A 0.05s change in 

zone-2 and zone-3time delays of the distance relays is also applied.  

The rotor angles of a set of generators are shown in Figure 3.9 to show the difference 

of the system response with the change in the distance relay settings. Figure 3.9 confirms 

that conducting transient stability studies without updated relay settings might lead to 

invalid results. Therefore, it is necessary to keep track of the changes that are made in 

distance relay settings. The proposed algorithm simplifies this task by significantly 

reducing the number of distance relays that need to be included in transient stability studies 

while modeling a disturbance.  

3.3 Test case 

The WECC system data representing the 2018 summer peak load case is used to 

conduct the simulations and evaluate the performance of the proposed iterative algorithm. 

The system includes 23297 buses, 18347 lines, 4224 generators, and 9050 transformers. 

The maximum generation capacity of the system is 281.38 GW, and the load is 174.3 GW. 

The proposed algorithm is tested by comparing its performance in identifying critical 

distance relays with a reference case, where all the distance relays are included on the high 

voltage transmission lines. Two distance relay models from the PSLF model library [46], 

namely, “Zlin1” and “Zlinw” models, are used in this study:  
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(a) 

 
(b) 

Figure 3.9 The relative rotor angles of a set of generators in two cases of (a) using the 

outdated and (b) using the updated distance relay settings 

● “Zlinw”, which is a generic distance relay model with two operation zones in 

the PSLF model library [46], is used to monitor all the lines in the system with 

the voltage level between 100 kV and 345 kV. This model is included in both 

the test case and the reference case. 
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● “Zlin1”, which is a more accurate distance relay model with three operation 

zones in the PSLF model library [46], is used to model distance relays on the 

transmission lines with the voltage level of 345 kV and above in the reference 

case. The proposed algorithm is used to identify critical distance relays on 

transmission lines with the voltage levels of 345 kV and above; Zlin1 models 

are included on critical distance relay locations during the proposed iterative 

process. The results of this case with Zlin1 modeled only on critical lines are 

compared with the reference case, where Zlin1 is modeled on all the lines with 

the voltage level of 345 kV and above.  

It is to be noted that the choice of Zlinw for the lines with a voltage level less than 345 

kV is made based on the software limitation as modeling Zlin1 on all the transmission lines 

overwhelms the dynamic file and is beyond the existing capability of the PSLF. The Zlinw 

model does not need to be modeled for every line with their specific settings; rather, it is 

just one model with two operation zones that monitors all the lines between its minimum 

and maximum voltage settings.  

Although the proposed algorithm can identify all the critical lines at any voltage level, 

in order to compare the results of the algorithm with the reference case, the settings of the 

algorithm are modified to only identify the critical lines with voltage levels of 345 kV and 

above. To illustrate the importance of modeling distance relays on the dynamic response 

of the system, another case is studied that does not include any distance relay models.  

For all the distance relays modeled on the transmission lines at voltage levels of 345 

kV and above in the reference case as well as for the critical distance relays identified by 
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the algorithm (Zlin1 models), zone-1, -2, and -3 reaches are considered to be 80%, 120%, 

and 220% of the line impedances, respectively. The time delays of zone-1, -2, and -3 

operations of the Zlin1 models are set to be 0, 0.2, and 0.3 seconds, respectively. Similar 

settings are used for zone 1 and 2 of the Zlinw model. Also, the time delay of circuit 

breakers, i.e., the delay between the time when a distance relay sends a tripping signal to a 

circuit breaker and the time when the circuit breaker opens the line, is set to 0.05 (s) in both 

cases. Note that while generic relay settings are used for simplicity, the algorithm can be 

used in planning studies with the accurate relay settings from the protection engineering 

groups of utilities. 

3.4 Evaluating the performance of the proposed method 

Different types of contingencies including line faults and bus faults followed by 

removing one or more lines are studied, and the performance of the algorithm is compared 

with the reference case and the case of not modeling any distance relays. The contingencies 

selected for the case studies are among the contingencies that have local as well as 

widespread impacts on the WECC system. These contingencies cause multiple distance 

relay operations near the fault location and as they are severe disturbances, they cause 

unstable power swings on some of the transmission lines of the system, which results in 

multiple distance relay mis-operations in the system due to unstable power swings. 

Therefore, analyzing the proposed algorithm using these case studies shows whether the 

algorithm can capture distance relay operations due to the local and widespread impacts of 

the contingencies.  
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3.4.1 Case study 1 

 In this case study, a line fault is modeled on the 500 kV line between bus 3 and bus 4, 

which is a part of the California-Oregon Intertie (COI) and is cleared 4 cycles later by 

opening the line. During the contingency, the distance relays of 16 lines operate (before 

the system becomes unstable and the transient stability study terminates) in both the 

reference case and the case of using the proposed algorithm. The results of the transient 

stability studies carried out on the three cases of modeling no distance relays, using the 

reference dynamic file, and using the proposed algorithm are illustrated in Figure 3.10 (a), 

(b), and (c), respectively. 

As shown in Figure 3.10 (a), without modeling distance relays, only small oscillations 

are observed in the rotor angles of a set of generators, which are finally damped. However, 

the same generators start to lose synchronism with respect to each other in Figure 3.10 (b), 

the reference case. Figure 3.10 (c) shows that the proposed algorithm is able to capture the 

behavior of the system exactly like the reference case, even for severe disturbances with 

widespread effects on the system and multiple distance relay operations. Note that while 

only the relative rotor angles of the selected generators are shown for all the case studies 

for the sake of clarity, the relative rotor angles of all the generators show the exact same 

behavior in the reference case and the proposed method. 

It needs to be mentioned that in a real-world system, there are remedial actions that 

start after the occurrence of severe disturbances to alleviate their effects on the system. 

Controlled islanding and load shedding are among the most important remedial actions 

which are widely used to suppress the system-wide effects of disturbances and bring the  
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(a) 

 
 (b) 

 
(c) 

Figure 3.10 The relative rotor angles of a set of generators in case study 1. 
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system back to a stable condition. However, in this dissertation, we do not have access to 

the remedial actions used in the WECC system, and the transient stability studies were 

conducted without considering remedial actions. Nevertheless, the remedial actions can be 

included in the proposed algorithm, and it will be able to capture the behavior of the system 

in this case, as well. Table 3.1 shows the list of the relays which operated in this case study. 

It needs to be mentioned that the first two columns in all the tables providing the list of 

relay operations show the relay operations in the reference case along with their time of 

operation, whereas the third and fourth columns show the relay operations in the proposed 

algorithm along with their time of operation. As seen in Table 3.1, the same distance relays 

operate at the same time in both cases, which shows that the algorithm can identify all the 

critical distance relays in the system. 

Table 3.1 The list of all distance relay operations in case study 1 

The reference case The proposed algorithm 
Time (s) Relay Time (s) Relay 

1.050 Lines 1, 2, 3 1.050 Lines 1, 2, 3 
1.921 Line 4 1.921 Line 4 
2.692 Line 5 2.692 Line 5 
2.862 Line 6 2.862 Line 6 
2.879 Lines 7, 8 2.879 Lines 7, 8 
2.900 Line 9 2.900 Line 9 
3.054 Line 10 3.054 Line 10 
3.079 Line 11 3.079 Line 11 
3.108 Line 12 3.108 Line 12 
3.296 Line 13 3.296 Line 13 
5.954 Line 14 5.954 Line 14 
6.291 Line 15 6.291 Line 15 
6.300 Line 16 6.300 Line 16 
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3.4.2 Case study 2 

In this case study, a bus fault occurs on bus 3 for 4 cycles and is cleared by removing 

three COI lines. COI includes three 500 kV transmission lines transferring a total power of 

around 4113 MW from the north to the south during the summer peak load. These lines are 

very critical tie lines of the WECC system as they transfer a huge amount of power during 

the summer peak load. The outage of these lines has always been a critical contingency for 

the WECC system. Therefore, in this case study, the occurrence of this N-3 outage after a 

bus fault on bus 3 is studied. During the contingency, the distance relays of 25 lines operate 

(before the termination of the transient stability study) in both the reference case and the 

case using the proposed algorithm. The results of transient stability studies performed in 

the cases of not modeling distance relays, using the reference dynamic file, and using the 

proposed algorithm are depicted in Figure 3.11 (a), (b), and (c), respectively.  

Comparing Figure 3.11 (a) and (b) shows that without modeling distance relays, the 

response of the system is completely different from that of the reference case. Also, Figure 

3.11 (b)-(c) show that the generator rotor angles are similar in both the reference case and 

the proposed algorithm, which demonstrates the accuracy of the proposed algorithm in 

capturing the actual response of the system. Note that with distance relays modeled, the 

network solution in the stability software diverges at 6.283 (s) and the transient stability 

study terminates after the system becomes unstable in this case. For simulating the bus 

fault, the bus-branch model is used in this dissertation. However, if the node-breaker model 

of the system is provided, the algorithm is also expected to be able to identify the critical 

distance relays in the node-breaker model. 
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(a) 

 
(b) 

 
(c) 

Figure 3.11 The relative rotor angles of a set of generators in case study 2. 
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The list of the relays which operated during this case study is provided in Table 3.2. As 

seen in this table, the same distance relays operate at the same time in both cases. This 

result shows that the algorithm can identify all the critical distance relays in this case study, 

too.  

Table 3.2 The list of all distance relay operations in case study 2 

The reference case The proposed algorithm 
Time (s) Relay Time (s) Relay 

1.050 Lines 1, 2, 3, 17, 
18, 19, 20 1.050 Lines 1, 2, 3, 17, 

18, 19, 20 
1.946 Line 4 1.946 Line 4 
2.750 Line 5 2.750 Line 5 
2.921 Line 21 2.921 Line 21 
2.933 Line 7 2.933 Line 7 
3.025 Line 8 3.025 Line 8 
3.046 Line 9 3.046 Line 9 
3.104 Line 11 3.104 Line 11 
3.117 Line 10 3.117 Line 10 
3.129 Line 22 3.129 Line 22 
3.142 Line 12 3.142 Line 12 
3.321 Line 13 3.321 Line 13 
5.875 Line 14 5.875 Line 14 
6.104 Line 15 6.104 Line 15 
7.712 Line 23 7.712 Line 23 
8.542 Line 24 8.542 Line 24 
8.596 Line 25 8.596 Line 25 

3.4.3 Case study 3 

To analyze the performance of the proposed algorithm in more common less severe 

disturbances, a line fault was applied on a 500 kV line for 4 cycles and is cleared by opening 

the faulted line (N-1 outage). The results of transient stability studies performed in the cases 
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of not modeling distance relays, using the reference dynamic file, and using the proposed 

algorithm are depicted in Figure 3.12 (a), (b), and (c), respectively.  

As it is shown in this figure, there is a small yet observable difference between the case 

of modeling no distance relay and the reference case. The reason for observing a small 

difference between these two cases is the fact that unlike previous case studies where a 

severe disturbance was applied to the system, the disturbance is small in this case study, 

and it does not have wide-spread impacts on the system. It is observed that the algorithm 

yields the results which are similar to that of the reference case.  

Table 3.3 shows the list of relays that operated during this contingency. As can be seen 

in this table, only one relay reacts to the fault and the algorithm correctly identifies that 

distance relay as a critical distance relay. 

3.4.4 Case study 4 

To evaluate the performance of the proposed algorithm in unlikely cases of multiple 

faults occurring consecutively in the system, a case is studied where a line fault occurs on 

the 500 kV line between bus 3 and bus 5 and is cleared by removing the faulted line and 

the 500 kV line between bus 3 and bus 6. The second fault occurs four seconds later, on 

the 500 kV line connecting bus 4 to bus 6 and is cleared by removing the faulted line. For 

this contingency, in both the reference case and the proposed algorithm, the distance relays 

of 16 lines operate. The results of transient stability studies carried out in the cases of 

modeling no distance relays, the reference case, and the proposed algorithm are shown in 

Figure 3.13 (a), (b), and (c), respectively.   
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(a) 

 
(b) 

  
(c) 

Figure 3.12 The relative rotor angles of a set of generators in case study 3. 
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Table 3.3 The list of all distance relays that operated in case study 3. 

Reference case Proposed algorithm 
Time (s) Relay Time (s) Relay 

1.050 Line 32 1.050 Line 32 
 

As can be seen in Figure 3.13 (a), the dynamic response of the system without modeling 

distance relays is significantly different from that of the reference case. Comparing Figure 

3.13 (b) and (c) shows that the algorithm can accurately capture the behavior of the system 

during this disturbance. The list of all relay operations in both cases is provided in Table 

3.4. Table 3.4 shows that the same distance relays operate in both the reference case and 

the proposed algorithm, which demonstrate that the proposed algorithm accurately 

identifies all the critical relays. In this case study, with modeling distance relays, the 

network solution diverges at 6.162 (s) and the transient stability study terminates after the 

system becomes unstable. 

3.4.5 Analyzing the results 

These case studies show that the proposed algorithm can correctly identify the critical 

distance relays which are required to be modeled for performing precise transient stability 

studies on different types of contingencies, even in cases where multiple consecutive faults 

occur in the system. The results (generator rotor angles) obtained from analyzing the 

reference case and the proposed algorithm are exactly the same. However, using the 

algorithm, only the identified critical distance relays are modeled, which noticeably 

reduces the number of distance relays required to be modeled in comparison with the 

reference case. Therefore, the proposed algorithm eliminates the problem of modeling all 
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the distance relays in bulk power systems, i.e., software limitations and keeping the relay 

settings updated in the dynamic files. To demonstrate how much the proposed algorithm 

can reduce the number of distance relay models required to be modeled in the dynamic file 

 
(a) 

 
(b) 

 
(c) 

Figure 3.13 The relative rotor angles of the selected generators in case study 4. 
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of the system, the total number of critical distance relays (identified by the algorithm) is 

compared with the total number of the distance relay models in the reference dynamic data 

file, and the results are provided in Table 3.5.  This table also shows that what percentage 

of the distance relays used in the reference case is identified by the algorithm as the critical 

distance relays in each case study. It needs to be mentioned that the total number of distance 

relays modeled in the reference case is 1146 relays. 

 
Table 3.4 The list of all distance relays that operated in case study 4. 

The reference case The proposed algorithm 
Time (s) Relay Time (s) Relay 

1.050 Lines 1, 2, 3 1.050 Lines 1, 2, 3 
1.933 Line 4 1.933 Line 4 
2.737 Line 5 2.737 Line 5 
2.896 Line 7 2.896 Line 7 
2.904 Line 21 2.904 Line 21 
2.925 Line 8 2.925 Line 8 
2.942 Line 9 2.942 Line 9 
3.010 Line 10 3.010 Line 10 
3.104 Line 11 3.104 Line 11 
3.137 Line 12 3.137 Line 12 
3.321 Line 13 3.321 Line 13 
5.867 Line 14 5.867 Line 14 
6.112 Line 15 6.112 Line 15 
6.162 Line 16 6.162 Line 16 

 

Table 3.5 The total number of the identified critical distance relays in each case study  

Case study Total number of 
identified critical relays 

Percentage of the total 
number of distance relays 

1 84 7.33% 
2 92 8.03% 
3 20 1.74% 
4 104 9.07% 
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As can be seen in Table 3.5, the total number of distance relays required to be modeled 

for capturing the behavior of the system in each case study is less than 10 percent of the 

total number of distance relays modeled in the reference case. For smaller disturbances, 

such as the disturbance in case study 3, which does not have system-wide effects, the total 

number of critical distance relays required to be modeled is as low as about 2 percent of 

the total number of distance relays modeled in the reference case.  

It is worth emphasizing that by identifying only a fraction of the total number of 

distance relays as critical, the proposed algorithm can assist engineers to easily obtain and 

use the updated relay settings in their studies to have a more realistic analysis of system 

behavior. This critical factor greatly reduces the model maintenance burden and facilitates 

better coordination between planning and protection groups of electricity companies.    

3.5 Summary 

In this chapter, first, the importance of modeling distance relays in transient stability 

studies and the current challenges in performing precise stability studies with modeling all 

the distance relays in the system are discussed. Then, it is discussed that these challenges 

in modeling distance relays in transient stability studies have created the need for 

developing an algorithm that can identify the critical distance relays in the system for each 

contingency. Different methods proposed in the literature for identifying the critical 

distance relays are also discussed in depth and their drawbacks are explained in depth. 

Then, the proposed iterative algorithm is introduced as a novel method for identifying 

critical distance relays that can address the shortcomings of the previous methods. The 



 

75 
   

apparent impedance monitoring and MVE methods which are used in the proposed 

algorithm are thoroughly explained. Then, the proposed algorithm is explained in detail.  

In the second part of this chapter, two most important drawbacks of existing relay 

modeling practice for performing transient stability studies are discussed in depth. These 

drawbacks include the shortcoming of bus-branch model in analyzing bus faults as well as 

the challenges of keeping the relay setting updated in the dynamic file and the 

consequences of performing stability studies with outdated relay settings. In this part, 

through performing several case studies, it is shown that the widely used bus-branch model 

cannot accurately capture the response of the system to a bus fault when distance relays are 

modeled in the studies. It was shown that to approximate the response of a system in node-

breaker structure to a bus fault using a bus-branch model, a line fault should be performed 

at a close vicinity of the faulty bus. Furthermore, it is shown in this part that performing 

transient stability studies with outdated relay settings can lead to a completely erroneous 

assessment of system response.  

The test case and the reference dynamic data file used in this work are introduced in 

the third part of this chapter. Also, the dynamic models used for modeling distance relays 

along with their related settings are described in part three of this chapter.  

 In the fourth part of this chapter, to evaluate the performance of the proposed 

algorithm, different case studies are analyzed considering the three cases of using the 

proposed algorithm, the reference case, and not modeling any distance relays. The results 

reveal that the transient stability studies carried out without modeling distance relays might 

not correctly assess the behavior of the system during contingencies. Also, the results 
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demonstrate that the proposed algorithm can precisely identify the critical distance relays 

required for performing transient stability studies of each contingency and can capture the 

actual behavior of the system by modeling these critical distance relays.  

The proposed algorithm identifies a far smaller percentage of all the distance relays in 

the system as critical (less than 10% in all the analyzed case studies in this chapter) and 

models them in transient stability studies of each contingency. Therefore, in large power 

systems like the WECC system, this method enables modeling distance relays in transient 

stability studies and analyzing their behavior without exceeding the current limitations of 

stability software.  Also, the algorithm eases the challenging task of keeping the settings 

of a large number of distance relays updated in their dynamic models by only including 

critical distance relays for each contingency. Therefore, only a small number of distance 

relays need to be accurately tracked for changes. Finally, selecting a considerably smaller 

percentage of distance relays to be modeled in a transient stability study reduces the 

computational burden of the computing system and enables the inclusion of more dynamic 

models in the analysis of various contingencies. 
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Chapter 4: Machine learning-based method for identifying critical distance 

relays 

 

The importance of modeling distance relays in stability studies, the challenges of 

modeling all the distance relays existing in a bulk power system in stability studies, as well 

as the drawbacks of current practice of modeling distance relays in stability studies are 

discussed thoroughly in chapters 1 and 3. Different methods proposed in the literature for 

identifying the critical distance relays and modeling them in stability studies are also 

reviewed in chapter 3 and their advantages and disadvantages are discussed. Then, an 

iterative algorithm is proposed that uses the apparent impedance monitoring and the 

minimum voltage evaluation methods to identify the critical distance relays for studying 

any contingency. Although this method can identify all the critical distance relays for each 

contingency, precisely, it imposes a heavy computational burden to the computer system 

as several runs of transient stability studies should be performed for identifying all the 

critical distance relays for each contingency. This, in turn, leads to excessive simulation 

time.  

The recent developments in data-driven methods and computational capability of 

computer systems on one hand, and the availability of huge amount of data on the other 

hand, have paved the way for the application of data-driven methods in different 

engineering problems including various power system problems. Nowadays, the required 

data for machine learning algorithms can easily be synthesized from performing numerous 
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simulations or obtained from various wide area measurement devices existing in modern 

power systems (e.g., PMUs). Using this overwhelming amount of data, the state-of-the-art 

ML algorithms can extract very sophisticated and nonlinear patterns between various 

variables and parameters in the system (input features) and the thing to be predicted, e.g., 

the stability of the system, the failure probability of an asset, the loss of synchronism in 

generators, and operation of protective relays, to mention but a few. Therefore, ML models, 

if trained properly, can provide reliable and fast answers to the problems that are very 

difficult or time-consuming to be solved with analytical methods.  

Among research works that focused on solving different power system problems using 

ML algorithms, only a few works have considered predicting distance relay operations. In 

this regard, the authors in [48] proposed a method that uses the S-transform signal 

processing technique and artificial neural networks (ANN) to distinguish between a fault, 

stable swing, and unstable swing condition in order to avoid unintended operation of 

protective devices. The S-transform technique is used to extract the proper features 

required by the ANN to predict if a condition is a fault, stable power swing, or unstable 

power swing. The extracted features are then fed into the ANN for prediction. A technique 

is also proposed in [49] to distinguish between three phase faults, power swing and load 

encroachment conditions.  The proposed technique is based on predicting the apparent 

impedance observed by a distance relay K step ahead and comparing these predicted 

apparent impedances with their actual values. If these methods are properly implemented 

in conjunction with stability studies, they might be able to detect distance relay operations 
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due to power swings and OOS conditions or three phase faults. However, they cannot 

identify all the critical distance relays required for performing accurate stability studies.  

In this regard, a fast ML-based method is proposed in this chapter to reliably identify 

the critical distance relays required for performing precise transient stability studies of any 

contingency. The method trains an ML model which promptly identifies all the critical 

distance relays that need to be modeled in the transient stability study of a contingency. To 

create the dataset required for training the model, the results of extensive offline transient 

stability studies of different types of contingencies under various operating conditions and 

topologies of the WECC system are utilized. After being trained, the model uses the results 

of an initial early-terminated transient stability study of the contingency under study to 

identify the critical distance relays for that contingency. The number of critical distance 

relays identified by the method for any contingency is far less than the total number of 

distance relays in the system. Therefore, the method eliminates the challenges associated 

with modeling all the distance relays in the system. The method is also very fast as it only 

requires one additional transient stability study which is terminated only one cycle after the 

initiating fault.  

In this chapter, the proposed ML-based method for identifying critical distance relays 

is explained. Next, descriptions of the Random Forest algorithm, the metrics used to 

evaluate the performance of the trained model, the grid search and the K-fold cross-

validation methods, as well as the Shapley additive explanations (SHAP) method are 

provided. The process of training the RF model is described in detail. Then, the 

performance of the trained model is evaluated in terms of the metric used and a detailed 
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description of the importance of each feature and its participation in defining the prediction 

of the model is provided. To further show the performance of the proposed method in 

identifying the critical distance relays and capturing the actual behavior of the system 

during different contingencies, several case studies are performed on the WECC system 

data representing the 2018 summer peak load and the results are provided.   

4.1 ML-based method for identification of critical distance relays 

 The ML-based method developed in this chapter works based on the latent correlation 

between the impedance trajectories observed by the distance relays during the early stages 

of a contingency and the behavior of the distance relays for several seconds later. Figure 

4.1 shows the flowchart of the proposed method. During the training stage, extensive 

transient stability studies are performed on different types of contingencies under different 

operating conditions and topologies of the system. The contingencies studied at this stage 

include bus faults and line faults followed by removing one or more transmission lines, as 

well as generator outage contingencies. The impedance trajectories of distance relays and 

their operations are recorded in these studies to build a comprehensive dataset for training 

the ML model. Then, if available, the results of the offline studies can be mixed with the 

historical records of the impedance trajectories observed by distance relays in the system 

during different contingencies along with the record of their operations.  

 The real and imaginary parts of the impedance trajectories observed by distance relays 

at the time of the fault and 1 cycle after the fault are used as the features of the ML model. 

The operations of distance relays during each contingency are used to label the data set (1 

for operation and 0 for not operation). Note that after the model is trained using the 
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comprehensive dataset, it is used to identify critical distance relays for any contingency. 

Hence, the process of building a comprehensive dataset through conducting extensive 

transient stability studies is only performed once at the training stage. 

The problem of predicting distance relay operations is a binary classification problem 

(with two classes of 0 and 1). Throughout this chapter, the following definitions for class 

0 and class 1 of the classification problem hold: 

● Class 0: This class represents the samples of no-operation of distance relays, 

i.e., the samples where a distance relay does not operate for the entire simulation 

time, in the dataset. 

● Class 1: This class represents the samples of distance relay operations in the 

dataset. 

Different types of ML algorithms can be used for this problem. As it can train robust 

models with high accuracy and prediction/training speed, an RF classifier is used in this 

chapter to train the ML model for identifying the critical distance relays. To achieve the 

best performance, a two-stage grid search method is used to tune the hyperparameters of 

the RF model. During the grid search method, to realistically evaluate the performances of 

the RF models trained with different combinations of hyperparameter values, the K-fold 

cross-validation method is utilized. The grid search and the K-fold cross-validation 

methods are explained in chapter 4.2. 

In the application stage, the trained model is used to identify the critical distance relays 

for any contingency under study. Note that this contingency might be a new contingency 

that has not been studied during building the dataset for training/testing the model; as the 
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results confirm, the proposed approach performs well for such out-of-sample scenarios. 

First, the proposed method performs an initial transient stability study without modeling 

distance relays. Since the trained model only needs the impedance trajectories observed by 

distance relays at the time of fault and 1 cycle after that, the initial transient stability study 

can be terminated 1 cycle after the fault, which can considerably reduce the simulation 

time. Note that the impedance trajectories observed by distance relays can be easily 

captured at each time interval of the transient stability study without any change in the 

existing practice of performing these studies and without any need to model the distance 

relays. Then, the method extracts the input features of the trained model (the impedance 

trajectories observed by the distance relays) from the results of the initial transient stability 

study. 

 
Figure 4.1 The flowchart of the proposed method. 
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Subsequently, the trained RF model predicts whether the distance relays in the system 

operate for the entire simulation time or not. The distance relays that are identified by the 

trained RF model are the critical distance relays for the contingency under study. Thus, at 

the next stage, their dynamic models are included in the dynamic file of the system. In this 

stage, the updated relay settings for the identified critical distance relays can be obtained 

(from the protection groups of utilities) and included in the dynamic models of the distance 

relays to achieve a more precise assessment of system behavior.  

Finally, using the stability software, the method performs a transient stability study 

with modeling all the critical distance relays to captures the actual response of the system 

to the contingency. It is to be noted that unlike the case of modeling all the distance relays, 

the small number of the critical distance relays identified by the proposed method can 

easily be included in stability studies without violating the current limitations of stability 

software. Also, keeping track of the changes that are made in the settings of this small 

number of critical distance relays is much easier. Therefore, the proposed method addresses 

the challenges of modeling all the distance relays in a bulk power system.  

Before providing a detailed explanations of the test case and the process of training and 

testing the RF model, a brief explanation of the RF algorithm, the metrics used to evaluate 

the performance of the trained model, the grid search and K-fold cross-validation methods 

used in the training and testing process of the model, as well as the SHAP feature 

importance method used to evaluate the importance of each feature in defining the 

prediction of the trained model is provided in the following chapter.  
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4.2 The Random Forest algorithm, the metrics and methods used to train and 

test the model, and the SHAP feature importance evaluation method 

A brief explanation of the RF algorithm along with its advantages, which make it 

suitable for predicting distance relay operations, are provided in this section. Also, the 

metrics, the grid search method, and the K-fold cross-validation method used in the process 

of training and testing the RF model are explained. Finally, the SHAP method used to 

evaluate the importance of each feature in defining the prediction of the proposed model 

along with its advantages are explained.  

4.2.1 Random Forest 

The RF algorithm is a well-known and successful ML algorithm for classification 

problems, such as the problem of predicting distance relay operations, as well as regression 

problems. Random Forest consists of a large number of individual decision trees (DTs) that 

operates as an ensemble. In the regression problems, the output of the RF is the average of 

the predictions of the individual DTs of the RF. On the other hand, in classification 

problems, the output of RF is selected based on the most votes from the individual DTs of 

the RF [50].  

Figure 4.2 shows a conceptual RF that is composed of N decision trees. As illustrated 

in this figure each DT of the RF is trained using a subset of the input features and 

independently make its own prediction. The final decision of the RF is made by taking all 

the predictions of the individual DTs into account. More details about the building blocks 

of the RF algorithm, i.e., decision trees, are provided in Appendix A. 
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Numerous advantages of the RF algorithm have made it a popular ML algorithm to be 

widely deployed in many classification and regression problems [51]. Some of the most 

important advantages of the RF algorithm that make it suitable for the application of 

predicting distance relay operation are as follows: 

● One of the widely known problems of an individual DT is overfitting. This 

causes DT to have a poor performance on new datasets. To overcome this 

problem, the RF algorithm trains multiple DTs on different parts of the training 

set using bootstrap aggregating or bagging techniques. This eliminates the 

overfitting problem of a single DT. Therefore, RF can have high accuracy on 

new datasets [52]. 

 

Figure 4.2 Conceptual representation of the Random Forest algorithm 
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● The performance of the RF in handling unbalanced and non-linear datasets is 

outstanding [52]. For the application of predicting distance relay operation, as 

the dataset is unbalanced and has more “no-operation” cases, i.e., the cases 

where a distance relay does not operate during the simulation time, than the 

operation cases, this feature of the RF is of great importance. 

● The RF has a high training and prediction speed, and it can easily handle high 

dimensional data, as it only uses a subset of features to train each individual 

DT. Furthermore, since the RF algorithm is parallelizable, the process can be 

divided between multiple computers, which can significantly increase the speed 

of the algorithm. The high speed of the RF algorithm is favorable for the 

application of predicting distance relay operation since the algorithm can 

predict the operation of all the distance relays in bulk power systems and 

identify critical distance relays in a short time [51]-[52]. 

4.2.2 Metrics 

Recall or true-positive rate (TPR) is the fraction of all the positive cases, i.e., distance 

relay operation cases in this chapter, that the trained model correctly predicts as positive 

cases. Recall can be formulated using (4.1) [53]. 

JG>IEE = 	 5A

5A2BC
 (4.1) 

In this equation, TP and FN are the numbers of true-positive cases, i.e., the cases of 

distance relay operations (class 1) that the trained model correctly predicted as operation 

cases, and false-negative cases, i.e., the distance relay operation cases that the trained 

model erroneously predicted as no-operation cases (class 0), respectively.  



 

87 
   

In the application of identifying the critical distance relays, it is of the highest 

importance that the trained model does not miss any distance relay operation. In other 

words, ideally, the trained model should predict all the distance relay operations. Hence, 

the number of false-negative cases should be very low, and the Recall value should be very 

high to guarantee that all the distance relay operations are correctly captured by the trained 

model. Therefore, in this chapter, maximizing the Recall value is considered as the 

objective of the grid search on the hyperparameters of the RF classifier. 

Another metric that is used in this chapter for evaluating the performance of the trained 

model is the Precision metric. Precision is defined as the fraction of all the positive 

predictions of the trained model that are correct positive predictions. Precision can be 

formulated using (4.2) [53]. 

!QG>;:;?< = 	 5A

5A2BA
 (4.2) 

In (4.2), FP is the number of false-positive cases, i.e., the no-operation cases of distance 

relays that the trained model erroneously predicted as operation cases. For the application 

of identifying the critical distance relays, a high number of false-positive cases show that 

the trained model is prone to misclassify many of the no-operation cases of distance relays 

as operation cases and identify those distance relays as critical. Therefore, a large number 

of distance relays might be included in the dynamic file of the system, which is undesirable; 

modeling a large number of distance relay might cause the same challenges of modeling 

all the distance relays in the system. However, modeling additional distance relays in the 

final stability analysis will not impact the accuracy of analysis as long as the number of 

these relays does not exceed the limitation of stability analysis software tools and the relay 
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settings are accurate. Thus, although maximizing the Precision value is not considered the 

main objective in this chapter, it is tried to achieve a suitable value for the Precision that 

does not result in the modeling of many distance relays in transient stability studies. 

In order to visualize the definition of the Recall and Precision, Figure 4.3 is provided. 

In this figure, positive cases (relay operation cases) are shown with filled circles and 

negative cases (no operation cases) are shown with hallow circles. Therefore, all the cases 

in the left rectangle are positive cases and all the cases in the right rectangle are negative 

cases. The circle shown in the middle of the figure is the hypothesis learned by the trained 

model, in a way that the model predicts all the cases that fall within the circle as positive 

cases and all other cases as negative cases. In this condition, the cases that fall within the 

left semi-circle are true-positive prediction (as the trained model correctly predicts them as 

positive cases) and all the cases that fall within the right semi-circle are the false-positive 

cases (as the trained model erroneously predict them as positive cases). Therefore, in this 

case, the Recall is the number of the cases that fall within the left semi-circle divided by 

the total number of the cases that fall within the left rectangle (all positive cases). On the 

other hand, the precision is the number of cases that fall within the left semi-circle divided 

by the total number of cases that fall within the middle circle (all positive predictions of 

the trained model).  

4.2.3 Grid search method 

The grid search, also known as parameter sweep, is a traditional method to optimize 

the hyperparameters of an ML algorithm. In grid search, an exhaustive search is performed 

through a specified range of the hyperparameter space of the ML algorithm. Because the  
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Figure 4.3 Visualization of the definition of the Precision and Recall  

parameter space of an ML algorithm for some of the hyperparameters may include spaces 

with real or unbounded values, it is necessary to set proper bounds for these 

hyperparameters before using the grid search method. A performance measure should also 

be considered to direct the grid search in optimizing the hyperparameters. In this chapter, 

as mentioned earlier, maximizing Recall value is considered as the performance measure. 

The performance metric should be measured by the cross-validation method during the grid 

search method [54]-[56]. 

The grid search method can be easily used to optimize the hyperparameters of an ML 

model. Its biggest disadvantage is that when the number of hyperparameters to be tuned 
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increases, this method can be computationally heavy and time-consuming. However, 

because the hyperparameters to be tuned are usually independent of each other, the 

processing task of the grid search can be divided into several parallel tasks with little or no 

effort, and each task can be performed with a separate computer [57]. 

4.2.4 K-fold cross-validation 

The K-fold cross-validation method is a resampling procedure used to evaluate the 

performances of the trained models on new and out-of-sample cases. The method has a 

single parameter called K that refer to the number of groups that a given dataset is to be 

split into. The flowchart of the K-fold cross-validation method is shown in Figure 4.4. As 

seen in this flowchart, first, the method randomly shuffles the dataset. Then, it splits the 

dataset into K parts (called folds). Subsequently, within an iterative process, each fold is 

selected as a test data set (hold out), and the remaining K-1 folds serve as the training set. 

A model is trained on the training set and is tested on the test set. The score/error of the 

trained model is recorded, and the trained model is discarded. The iterations stop when all 

the folds are used as a test set. The average of the recorded scores/errors (the Recall value 

in this chapter) in all the iterations is the performance metric used to compare the 

performances of the models trained in each iteration of the grid search method [58]-[59].  

4.2.5 Shapley Additive Explanations method 

The SHAP method proposed by Lundberg and Lee [60] is a method that explains 

individual predictions by computing the contribution of each feature to the prediction 

(measured by Shapley values). The method uses coalitional game theory to compute 

Shapley values. The values of the features of a data instance are the players in this game.  
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Figure 4.4 The flowchart of the K-fold cross-validation method. 
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Shapley values shows how the prediction of a model can be fairly distributed among 

the features. SHAP is represented as an additive feature attribution model, a linear model. 

This can connect LIME and Shapley values. The explanations are specified in SHAP as 

(4.3) [61].  

R(SD) = 	∅E + ∑ ∅FSFD!
FG"  (4.3) 

Where g is the explanation model, SD ∈ {0,1}!is the coalition vector, M is the 

maximum coalition size and ∅F ∈ ℝ is the feature attribution (Shapley value) for a feature 

j. In the coalition vector, an entry of “1” means that the related feature value is present, i.e., 

contributes to the prediction of the model, and the entry of “0” means that the related 

feature is absent, i.e., does not contribute to the prediction of the model. 

The representation of coalitions as linear models is a trick for computing the ∅’s. For 

the instance of interest x, the coalition vector [Dis a vector of all 1’s (all feature values are 

present). Thus, (4.3) can be simplified to: 

R([D) = 	∅E + ∑ ∅F!
FG"  (4.4) 

Shapley values, ∅F’s, are the only solution that satisfies the properties of efficiency, 

symmetry, dummy, and additivity. More details about the properties of Shapley values can 

be found in [61]. 

For an instance x, the contribution of each feature value to the prediction is estimated 

by KernelSHAP, which is consist of the following 5 steps: 

1. Creating sample coalitions SHD ∈ {0,1}! , \ ∈ {1, … , B}  

2. Getting prediction for each SHD  by converting SHD  to the original feature space and 

then applying model _̂ ∶ 	 _̂(ℎI(SHD )) 
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3. Computing the weight for each SHD  with the SHAP kernel 

4. Fitting weighted linear model  

5. Returning Shapley values ∅H (the coefficients of the linear model) 

Coalitions SHD  are created randomly with the chain of 0’s and 1’s. For converting the 

coalition of feature values to valid data instances, a function  ℎI(SD) = S is needed, where 

ℎI ∶ 	 {0,1}! 	→ 	ℝJ The function ℎI maps 1’s to the related value from the instance x that 

needs to be explained. It also maps 0’s to the other values of other instances sampled from 

the dataset. More details about calculating Shapley values can be obtained from [61]. 

  values per feature is summed across the entire data using (4.5) [61].  

#F = ∑ b∅
F

(=)b@
=G"  (4.5) 

Random Forest built-in feature importance, i.e., Gini feature importance, has the 

disadvantage of being biased toward the numerical features with high cardinality – the 

number of possible values that a feature can have. Also, in the case of having correlated 

features, the Gini importance might select one of the features and ignore the importance of 

the other one, which can lead to a wrong assessment of feature importance. However, the 

SHAP method does not have these problems. Also, it has an easy and fast implementation 

for tree-based models [61]. Therefore, it is used in this chapter to evaluate the importance 

of the features used to predict distance relay operations. 

4.3 Test case 

The performance of the proposed method is evaluated on the WECC system data 

representing the 2018 summer peak load case. The specification of this system is 
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mentioned in Chapter 3.3. To create the dataset for training the RF model, extensive offline 

transient stability studies are performed using PSLF software. To be able to observe the 

behavior of distance relays in the offline transient stability studies, the same reference 

dynamic file of Chapter 3 is used, which includes “Zlin1” distance relay models on the 

transmission lines with a voltage level of 345 kV and above and a “Zlinw” distance relay 

model that monitors all the transmission lines in the system with the voltage level between 

100 kV and 345 kV. 

It is to be noted that, as mentioned in Chapter 3, since the Zlin1 model needs to be 

included on each transmission line, it is only modeled on the lines with a voltage level 

equal to or higher than 345 kV since these lines are the most critical lines of the system. 

Modeling Zlin1 on every transmission line overwhelms the dynamic file of the system and 

exceeds the current limitation of the PSLF software tool. Therefore, for the lines with a 

lower voltage level, the Zlinw model is used, as this model does not need to be included on 

each transmission line.  

4.4 Training and testing the RF model  

As mentioned in Chapter 4.1, to build a comprehensive dataset for training the RF 

model, numerous transient stability studies are performed on the WECC system. Various 

operating points and topologies of the system are also considered in these studies to include 

cases in the dataset that also captures the behavior of the system when the pre-fault 

operating condition or topology of the system is different. This guarantees the accuracy of 

the model trained using this dataset even when the operating condition or the topology of 

the system is different.  
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The well-known “scikit-learn” library [62] in Python is used to train the RF model. In 

order to achieve a better performance, the two-stage grid search method is used to tune the 

hyperparameters of the RF model. The objective is to maximize the Recall metric while 

keeping the Precision value at an acceptable range. Furthermore, the K-fold cross-

validation method with 5 folds is used to assess the performance of the trained models.  

The most important hyperparameters of the RF classifier are class weights, the number 

of trees in the forest, the maximum depth of the trees, the minimum sample split (MSS), the 

minimum sample leaf (MSL), the number of features considered when looking for the best 

split, and whether bootstrap samples are used when building trees. Precise tuning of the 

hyperparameters is critical for enhancing the performance of the trained model. Explaining 

the role of each of these hyperparameters in the performance of the RF model is out of the 

scope of this dissertation, and more details in this regard can be found on the “scikit-learn” 

library [62].  

To precisely tune the hyperparameters of the model, the grid search method with two 

stages is used. These hyperparameters can take a wide range of values. Hence, at the first 

stage of the grid search, an approximation of the best value for each hyperparameter is 

obtained. Then, at the second stage, the grid search method searches around the 

approximate value obtained from the first stage to find the exact value for each 

hyperparameter that yields the best performance. For instance, for the class weights of each 

class (class 0 for no-operation and class 1 for operation), the best value is found to be the 

weight of 1 for class 0 and the weight of 10 for class 1, at the first stage. Then, at the second 

stage, 6 candidate values of weight 5, 10, 15, 20, 25, and 30 are considered for class 1 and 
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the weight of 1 is considered for class 0 to tune the hyperparameter more precisely. At this 

stage, the best values for the weights of class 1 and class 0 are found to be 20 and 1, 

respectively. Likewise, the grid search method searches for the best values of all the 

mentioned hyperparameters at two stages.  

To show the impact of changing each hyperparameter on the performances of the 

trained models, the change in Recall value for the various number of trees in the forest and 

the depth of trees is provided in Figure 4.5 (a). Also, the change in the Recall value for the 

various number of the class weights and the number of trees in the forest is provided in 

Figure 4.5 (b). Note that, in Figure 4.5 (b), the set of the numbers on the X-axis (the class 

weight axis) shows the weight of each class. For example, “0:1, 1:10” means the weight of 

1 for class 0 and the weight of 10 for class 1. The other sets of numbers are interpreted, 

likewise. The “balanced” weight on this axis means a weight for a class that is inversely 

proportional to the class frequency in the input dataset [62]. For example, if the “balanced” 

option is used for the class weight and the number of samples in the dataset belonging to 

class 1 is 3 times that belonging to class 0, the weight of class 1 will be 1/3 of the weight 

of class 0. 

Figure 4.5 (a) shows that in comparison to the number of trees in the forest, the 

maximum depth of trees has slightly more impact on the performance of the trained model. 

It also shows that the trained model has a better performance when the maximum depth of 

trees is set to 10. On the other hand, Figure 4.5 (b) shows that the class weights have the 

highest impact on the performance of the trained model, and as the weight of class 1 

(operation cases) increases, the Recall value increases, as well. Note that, this increase 
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comes at the price of deteriorating the Precision value of the trained model. Therefore, 

although the weight of 100 for class 1 gives the highest Recall value in the first stage of 

the grid search method (above 0.99), the performance of the trained model in terms of the 

Precision value is very poor for this weight of class 1 (below 0.5).  Thus, for the first stage, 

the weight of 10 is selected for class 1, which has a high Recall value (around 0.979), while 

it keeps the Precision at a reasonable value (above 0.7). 

Table 4.1 shows the best values obtained for each hyperparameter from the grid search 

method. Using the values provided in Table 4.1 for training the RF model yields the best 

results in terms of the Recall value (while maintaining a high Precision value). The 

performance of the trained model is evaluated on the entire dataset, including over 900 

contingencies, using the K-fold cross-validation method. The results reveal that the trained 

model has Recall and Precision values of 0.981 and 0.737, respectively. The high Recall 

value of the trained model can ensure that it can correctly identify all the critical distance 

relays for a contingency and does not miss any distance relay operation, even under 

different operating points and topologies of the system. On the other hand, the reasonably 

high value of Precision shows that the model does not identify many distance relays in the 

system as critical distance relays. Using the hyperparameters obtained from the grid search, 

the final RF model is trained on the whole dataset and implemented in the proposed method 

to identify the critical distance relays for any contingency in the application stage. 
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Table 4.1 The selected hyperparameters of the RF model 

Hyperparameter Tuned Value 

Class weights 1 for class “0” and 20 for class “1” 

Number of trees in the forest 15 

Maximum depth of trees 15 

MSS 2 

MSL 2 

The number of features “auto”—equal to the square root 
of the number of all the features 

Bootstrap “False”—meaning the whole 
dataset is used to build each tree 

 

4.5 Analyzing feature importance using the SHAP method   

To evaluate the importance of each input feature of the trained model, i.e., different samples 

of the relay impedance trajectories, in defining the predictions of the trained model, the 

SHAP feature importance method is utilized. The mean absolute SHAP values obtained 

for each feature of the trained model are provided in Figure 4.6. The Y-axis of Figure 4.6 

shows different features of the trained model, and the X-axis shows the corresponding 

mean absolute SHAP value, i.e., the average impact that each feature has on the output 

(prediction) magnitude of the trained model. The blue and red bars in Figure 4.6 show the 

impact of each feature in predicting class 1 (operation cases) and class 0 (no-operation 

cases), respectively, and the most important feature appears at the top. Note that, in this 

figure, S1R, S2R, S3R, S4R, S5R, and S6R are the real parts of the impedance trajectory 

observed by a distance relay one time-step (one-fourth of a cycle) before the fault, at the 
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time of fault, one time-step after the fault, 2 time-steps after the fault, 3 time-steps after the 

fault, and 4 time-steps (1 cycle) after the fault, respectively. Likewise, S1X, S2X, S3X, S4X, 

S5X, and S6X are the imaginary parts of the impedance trajectory observed by a distance 

relay at the mentioned time steps. 

 

 
(a) 

 

(b) 
Figure 4.5 The change in Recall value for different values of the maximum depth of trees 
and the number of trees in the forest (a), different values of class weights and the number 

of trees in the forest (b).  
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As can be seen in Figure 4.6, the real part of the impedance trajectory observed at 4 

time-steps after the fault (the last sample) and the imaginary part of the impedance 

trajectory observed at the time of fault have the highest impact on defining the predictions 

of the trained model, both for the operation and no-operation cases.  

 
Figure 4.6 The SHAP feature importance of the trained model 

 

To further analyze the importance of each feature along with its impact on the 

prediction of the model, a SHAP summary plot of the trained model is provided in Figure 

4.7. The summary plot not only shows the importance of each feature, but also shows the 

relationship between the value of a feature and its impact on the prediction of the trained 

model. Each point in the summary plot represents a SHAP value for a feature and an 

instance (a single case in the training set). Similar to the SHAP feature importance figure 

(Figure 4.6), the Y-axis shows the different features of the model and the feature at the top 
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is the most important feature. The X-axis shows the SHAP value for each feature and each 

instance. The color of each point shows the value of the related feature in that instance 

(blue color represents a low value and red represent a high value).  

As also can be seen in Figure 4.7, S6R is the most important feature of the trained 

model. Furthermore, Figure 4.7 shows that the low value of S6R has a negative impact on 

the magnitude of the predictions of the trained model (reduces the magnitude of the 

predictions), which means that a low value of this feature increases the probability of the 

predictions to be 0 (no-operation).  A high value of S2X (the second most important feature) 

and S3X (the third most important feature) has a negative impact on the magnitude of the 

predictions of the trained model and increases the probability of the predictions to be 0. No 

linear relationship exists between the value of the other features and the magnitude of the 

predictions of the trained model. In other words, it is not clear if an increase or decrease in 

the value of the other features direct the prediction toward “1” or “0”.  

This detailed analysis of the importance of each feature and its impact on the prediction 

of the trained model provides insight into how the trained model predicts the operations of 

distance relays and considerably enhances the interpretability of the trained model. 
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Figure 4.7 The summary plot of the trained model. 

4.6 Case studies 

To further illustrate the performance of the proposed method in identifying the critical 

distance relays and capturing the precise response of the system during various 

contingencies three different case studies are considered for more detailed studies.  

Different operating conditions and topologies of the system are considered in these studies. 

Similar to chapter 3, for each contingency, three different cases are analyzed: 

● Case 1: To show the impact of modeling distance relays on the response of the 

system, the first case considered in studying each contingency performs the 

transient stability studies without modeling distance relays. 
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● Case 2: In this case, the reference dynamic file, which was used for performing 

transient stability studies during creating the dataset stage, is used for 

performing transient stability studies of each contingency. Note that, as 

mentioned earlier, this dynamic file includes Zlin1 models for the lines with a 

voltage level equal to or higher than 345 kV and a Zlinw model for the lines 

with a voltage level between 100 kV and 345 kV. This case is referred to as the 

reference case throughout this chapter. 

● Case 3: In this case, the proposed method is used to identify the critical distance 

relays for the contingencies under study. Then, the transient stability studies are 

performed with only including Zlin1 models for the identified critical distance 

relays. Similar to the second case, the Zlinw model is used in the third case to 

monitor the lines with a voltage level between 100 and 345 kV. Note that, the 

proposed method can identify all the critical distance relays on the lines at any 

voltage level. However, to be able to compare the results of the method with 

the second case (the reference case), the settings of the method are modified to 

only identify the critical distance relays on the lines with voltage levels of 345 

kV and above. 

In both the second and the third cases, zone-1, -2, and -3 reaches of Zlin1 models are 

considered to be 80%, 120%, and 220% of the line impedances, respectively. Time delays 

of 0, 0.2, and 0.3 seconds are considered for zone 1, 2, and 3 operations of Zlin1 models, 

respectively. The same zone 1 and 2 reaches and time delays are also used for the Zlinw 

model. In both cases, circuit breaker delay time is set to 0.05 seconds. Note that, similar to 
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Chapter 3, generic relay settings used to model the distance relays and similar to the current 

practice of the industry, the bus-branch representation of the WECC system is used for 

performing transient stability studies in all the case studies. 

4.6.1 Case study 1 

In this case study, a bus fault occurs on Bus 3 of the system and is cleared after 4 cycles 

by removing the three 500 kV transmission lines that comprise COI. As mentioned in 

Chapter 3, these three lines are very critical tie lines of the WECC system, and their outage 

is a critical emergency for the WECC system, which has the potential to jeopardize the 

system stability. Therefore, this critical N-3 outage has been considered in this case study. 

To evaluate the performance of the proposed method under new and unseen pre-fault 

operating conditions, a new pre-fault operation condition of the WECC system is 

considered in this case study. In the new operating condition, a uniform increase of 2 

percent in the large loads (above 100 MW) of the areas that import power through the COI, 

which leads to a 55.71 MW increase in the net load of these areas, is considered. This 

increase in the load is compensated by three of the largest generators existing in the areas 

that send power through COI, without violating the limitations of any generation unit in 

the system.  

The results of transient stability studies performed for Case 1 (modeling no distance 

relay), Case 2 (the reference case), and Case 3 (the proposed method) of this contingency 

are illustrated in Figure 4.8 (a), (b), and (c), respectively. Comparing Figure 4.8 (a) and (b) 

shows that without modeling distance relays the dynamic response of the system in terms 

of the relative rotor angles of a set of generators is completely different from that of the 
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reference case. Also, comparing Figure 4.8 (b) and (c) illustrate that the proposed method 

can capture the behavior of the system exactly as the reference case, even for severe 

disturbances such as the disturbance of this case study and a new pre-fault operating 

condition of the system. For the sake of clarity, only the rotor angles of a set of selected 

generators are shown for all the case studies. However, the relative rotor angles of all the 

generators show exactly the same response in the reference case and the proposed method.  

In this case study, with the distance relays modeled in the system, the network solution 

diverges at 6.321 (s) and the transient stability study terminates. Similar to case studies 

analyzed in Chapter 3, transient stability studies are performed without considering 

remedial actions. However, if the remedial actions are included, the proposed method is 

expected to be able to capture the behavior of the system.  

Table 4. 2 shows the list of the relays that operate in the reference case and the method. 

Lines 1,2, and 3 are in the area that imports power through COI, and line 4 is in the area 

that exports power through COI (Lines 1-4 are in the vicinity of the fault location). 

Therefore, the distance relays of these lines operate due to the initial impacts of the 

disturbance. The ability to predict the operations of these distance relays shows that the 

method can correctly capture the distance relay operations due to the initial impacts of 

disturbances. All other lines listed in Table 4.2 are in the areas far from the fault location. 

Lines 8, 10, 15, and 17 are the tie-lines that connect two areas far from the fault location. 

The ability to correctly predict the operations of the distance relays of these lines and 

identify them as critical shows that the method can correctly capture the distance relay 

operations that occur due to the system-wide impacts of disturbances. Hence, it is observed  
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 (a) 

 
 

(b) 

 
(c) 

Figure 4.8 The relative rotor angles of a set of generators in case study 1: (a) Case 1, (b)  

Case 2, and (c) Case 3. 
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that the method can identify all the critical distance relays for this severe contingency under 

the new pre-fault operating condition of the system. 

Table 4.2 The list of all distance relay operations in case study 1. 

The reference case The proposed method 
Time (s) Relay Time (s) Relay 

1.050 Lines 1, 2, 3 1.050 Lines 1, 2, 3 
1.888 Line 4 1.888 Line 4 
2.629 Line 5 2.629 Line 5 
2.671 Line 6 2.671 Line 6 
2.683 Lines 7 2.683 Lines 7 
2.767 Line 8 2.767 Line 8 
2.771 Line 9 2.771 Line 9 
2.950 Line 10 2.950 Line 10 
2.979 Line 11 2.979 Line 11 
3.009 Line 12 3.009 Line 12 
3.025 Line 13 3.025 Line 13 
3.179 Line 14 3.179 Line 14 
5.921 Line 15 5.921 Line 15 
6.321 Line 16, 17 6.321 Line 16, 17 

 

4.6.2 Case study 2 

To evaluate the performance of the method in the case of a different pre-fault topology 

of the system, the N-3 COI outage is considered. However, in this case study, the pre-fault 

topology of the system is modified by taking two critical 500 kV transmission lines of the 

system out of service. Each of these lines approximately carries 384 MW of power.  

The results of transient stability studies performed for Case1 (modeling no distance 

relay), Case 2 (the reference case), and Case 3 (the proposed method) of this contingency 

are illustrated in Figure 4.9 (a), (b), and (c), respectively. As shown in Figure 4.9 (a), 

without modeling distance relays the response of the system is different from the reference 

case. Also, comparing Figure 4.9 (b) and (c) shows that the system response is similar in 
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both the reference case and the proposed method, showing the accuracy of the method in 

capturing the response of the system. Similar to case study 1, in this case study, with 

modeling distance relays, the network solution in the stability software diverges at 6.259 

(s) and the transient stability study terminates.  

Table 4.3 provides the list of all distance relay operations in the reference case (Case 

2) and the proposed method (Case3). Similar to Case study 1, distance relay operations 

occur both on the lines close to the fault location and the lines far from it. As seen in Table 

4.3, the method can correctly predict all the distance relay operations in this contingency, 

which shows the ability of the method to identify distance relay operations due to the initial 

and system-wide impacts of this severe contingency under the new pre-fault topology of 

the system.  

4.6.3 Case study 3 

To evaluate the performance of the proposed method in other types of disturbances, a 

case of N-3 generator outage is considered in this case study. The selected three generators 

are among the generators with the highest active power generation in the WECC system. 

These generators produce a total active power of around 1,268 MW.  Furthermore, the pre-

fault operating point of case study 1 is considered in this case study, as well. This N-3 

generator outage has widespread impacts throughout the system, causing several distance 

relay mis-operations due to unstable power swings. Thus, identifying the critical distance 

relays for this contingency by the proposed method further highlights the ability of the 

method to identify the distance relays that might misoperate due to unstable power swings 

at locations far from the location of the initial event. 
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(a) 

 
(b) 

 
(c) 

Figure 4.9 The relative rotor angles of a set of generators in case study 2: (a) Case 1, (b) 

Case 2, and (c) Case 3. 
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Table 4.3 The list of all distance relay operations in case study 2. 

The reference case The proposed method 
Time (s) Relay Time (s) Relay 

1.050 Lines 1, 2, 3 1.050 Lines 1, 2, 3 
1.917 Line 4 1.917 Line 4 
2.692 Line 5 2.692 Line 5 
2.854 Line 9 2.854 Line 9 
2.863 Lines 6, 8 2.863 Lines 6, 8 
2.884 Line 7 2.884 Line 7 
3.046 Line 10 3.046 Line 10 
3.063 Line 11 3.063 Line 11 
3.092 Line 12 3.092 Line 12 
3.096 Line 13 3.096 Line 13 
3.275 Line 14 3.275 Line 14 
5.925 Line 15 5.925 Line 15 
6.242 Line 17 6.242 Line 17 
6.259 Line 16 6.259 Line 16 

 
 

The results of transient stability studies performed for Case 1 (modeling no distance 

relay), Case 2 (the reference case), and Case 3 (the proposed method) are shown in Figure 

4.10 (a), (b), and (c), respectively. By comparing Figure 4.10 (a) and (b), it is revealed that 

without modeling distance relays, transient stability studies cannot capture the actual 

response of the system. Also, as can be seen in Figure 4.10 (c), the dynamic response of 

the system in the case of using the proposed method is the same as that in the reference 

case shown in Figure 4.10 (b). Table 4.4 provides the list of distance relay operations in 

both the reference case and the proposed method. As seen in this table, the method can 

correctly identify all the distance relays that operate in the reference case as critical. This 

further shows the capability of the method in predicting distance relay operation due to the 

system-wide impacts of a disturbance.  
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(a) 

 
(b) 

 
(c) 

Figure 4.10 The relative rotor angles of a set of generators in case study 3: (a) Case 1, (b) 

Case 2, and (c) Case 3. 
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Table 4.4 The list of all distance relay operations in case study 3. 

The reference case The proposed method 
Time (s) Relay Time (s) Relay 

3.075 Line 15 3.075 Line 15 
3.283 Line 17 3.283 Line 17 

 

4.6.4 Analyzing the results 

The results show that the proposed ML-based method have the high Recall value of 

0.981 on new and out-of-sample cases, which illustrate its great performance in identifying 

all the critical distance relay. The method also has a reasonably high Precision value (above 

0.7) on new and out-of-sample cases, which indicates that the method does not mis-identify 

many distance relays as critical. To further show that to what extent the proposed method 

reduces the number of distance relays models included in transient stability studies, Table 

4.5 shows the number of distance relays identified as critical in each case study. It also 

shows that what percentage of the total number of distance relays in the reference case are 

identified as critical distance relays in each case study. As seen in Table 4.5, the total 

number of critical distance relays in each case study is less than 3.23% of the total number 

of distance relays in the reference case.The analyzed case studies further show that the 

proposed ML-based method can correctly identify the critical distance relays in any type 

of contingency under different pre- fault operating conditions and topologies of the system 

and can precisely capture the actual response of the system to the contingency. However, 

using the method, only critical distance relays are modeled in the system, which, as seen 

in Table 4.5, drastically reduces the number of distance relays required to be modeled for 

performing precise transient stability studies. Therefore, the dynamic models of this small 
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number of critical distance relays with their updated settings can easily be obtained and 

included in the dynamic file of the system without violating the current limitation of 

stability software tools. This also significantly decreases the maintenance burden of 

keeping the distance relay setting information updated in the dynamic file of the system 

and the computational burden of the computing system. 

Table 4.5 The total number of the identified critical distance relays. 

Case study Total number of the identified 
critical distance relays 

Percentage of the total 
number of distance relays 

1 37 3.23% 
2 35 3.05% 
3 26 2.27% 

 

For the contingencies studied in this section, the processing time of the three major 

processes performed in the proposed method to identify the critical distance relays is 

provided in Table 4.6. These three major processes are as follows: 

● Process 1: Performing the initial early-terminated transient stability analysis of 

the contingency under study. 

● Process 2: Extracting the required features of the ML model from the results of 

the transient stability study and pre-processing them to be fed into the trained 

ML model. 

● Process 3: Predicting the operation of all the distance relays in the system. 

The processing time of performing transient stability studies depends on the type of the 

disturbance being studied as well as the operating condition and topology of the system. 

Therefore, as seen in Table 4.6, the processing time for performing the initial transient 
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stability study is different for each case study, whereas the processing time for extracting 

the features and the prediction time of the ML model are the same for all the case studies. 

The total processing time for any contingency studied is less than 111 seconds. The three 

contingencies studied in this section are among the most severe disturbances of the WECC 

system. Hence, solving transient stability studies of these contingencies requires more 

processing time than other contingencies. The fact that the processing time of the method 

for these contingencies is less than 111 seconds guarantees that the processing time for any 

other contingency is also very small. This shows that the method can be used in planning 

studies to promptly identify the critical distance relays for a large number of the 

contingencies that are required to be studied.  

Table 4.6 The processing time of the proposed method. 

Case study Process 1 (s) Process 2 (s) Process 3 (s) Process 4 (s) 
1 108.95 1.2 0.008 110.16 
2 108.70 1.2 0.008 109.91 
3 22.46 1.2 0.008 23.67 

 

4.7 Summary 

In this chapter, after recapping the discussion made in Chapter 3 on the importance of 

modeling distance relays in transient stability studies and the current challenges of 

modeling all the distance relays existing in bulk power systems in stability studies, a 

machine learning-based method is proposed to identify the critical distance relays for 

performing transient stability studies of any contingency. The proposed method is based 

on training an ML algorithm to learn the latent pattern between the impedance trajectories 
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observed by distance relays during the early stages of a contingency and their operations 

for several seconds later. 

Then, the proposed method is explained in depth and the RF algorithm that is used to 

train the ML model for predicting distance relay operations is introduced. The metrics and 

methods used in the training and testing process of the RF model, including the grid search 

and the K-fold cross-validation methods, along with the SHAP feature importance method 

are briefly explained, in this chapter.  

Subsequently, the process of training and testing the RF models is elaborated upon. In 

this section, tuning the hyperparameters of the RF model using the two-stage grid search 

method, the importance of each hyperparameter in improving the performance of the 

trained model, and using K-fold cross-validation method to evaluate the performance of 

the methods trained at each iteration of the grid search method are explained, in depth.  

In order to enhance the interpretability of the trained RF model, the SHAP method is 

used to evaluate the importance of each feature of the trained RF model in defining the 

prediction of the model. It is shown that how low or high values of each feature of the 

trained model can lead the prediction of the model toward 0 (no-operation) or 1 (operation).  

Finally, several case studies are considered in this chapter to assess the performance of 

the method on severe contingencies under new topologies and operating points of the 

WECC system. The results show that the transient stability studies performed without 

modeling distance relays can manifest an inaccurate system behavior. Also, the results 

show the great performance of the proposed method in identifying the critical distance 

relays and capturing the actual behavior of the system. It is observed that in comparison to 
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the reference case, the proposed method models a far smaller number of distance relays in 

transient stability studies (less than 3.23% of all the distance relays in all the case studies). 

It can be concluded that the small number of critical distance relays identified by the 

proposed ML-based method can be easily modeled in stability studies without exceeding 

the limitations of stability software. Also, using this method, only critical distance relays 

are required to be accurately tracked for changes in their settings, which considerably 

reduces the maintenance burden. Finally, by reducing the number of distance relays 

modeled in the studies, the method significantly reduces the computational burden of the 

computing system. Thus, more dynamic models can be included in the analysis of various 

contingencies. 

Also, it is observed that the total processing time for any of the studied contingencies 

is below 111 seconds, which illustrates the high speed of the method in identifying the 

critical distance relays in the system.  
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Chapter 5: Comprehensive Online Dynamic Security Assessment: Prediction of 

Loss of Synchronism in Generators and Behavior of Protection Systems  

 

Power systems are the backbone of any modern society, and their reliable and 

uninterrupted operation is of paramount importance. The recent trends in increasing the 

reliance on renewable resources, which are inherently intermittent, for power generation 

and the increase in the number of man-made or natural threats have exposed modern power 

systems to an unprecedented level of uncertainty. Offline stability studies consider a 

deterministic operation condition and topology of the system. Considering increasing 

levels of uncertainty in power systems, reliance on offline deterministic analyses may result 

in inaccurate assessment of system stability and security. Inaccurate assessment of system 

behavior might lead to the failure in designing proper remedial actions, which in turn might 

lead to cascading outages and blackouts [63]-[65].  

As mentioned in Chapter 1, the insufficiency of offline stability studies has created an 

urgent need for a fast and reliable online security assessment of modern power systems. 

Online DSA methods can address the shortcomings of offline stability studies by 

considering the operating condition and topology of the system at each moment and as the 

contingency proceeds. Therefore, the online DSA methods should be fast enough to 

provide enough time for automatic control systems to take proper control actions. 

However, the hurdles mentioned in Chapter 1 for using the conventional DSA methods in 

online applications have made these methods too slow to be used as online DSA methods.  
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Wide Area Measurements (WAMS) using PMUs are being widely used in the WECC 

system to provide a wide range of applications such as situational awareness for operational 

decision making. Eastern Interconnection Phasor Project (EIPP) provides new 

opportunities to deploy the measurements from PMUs in real-time analysis to evaluate the 

system dynamic performance [66]. Using this online information provided by PMUs, many 

research papers have developed different ML-based online DSA methods which can 

provide predictions of system security following various contingencies.  

In this chapter, different online DSA methods developed in the literature along with 

their shortcomings are discussed. A new comprehensive ML-based method is presented 

that equips the control system with an online tool which provides a detailed assessment of 

system security by predicting the behavior of the generators as well as different protective 

relays in the system. By predicting loss-of-synchronism in the generators and the operation 

of distance relays as well as UFLS and UVLS relays using the online measurements 

provided by the PMUs installed throughout the system, the method can provide a much 

broader concept of DSA. This detailed information provides an insight into how the 

disturbance spread in the grid, which generators of the system will experience LOS 

condition, and which areas of the system will experience voltage/frequency drop and 

consequent load shedding. It can also trigger automatic control system to initiate the proper 

control actions to alleviate the condition of the system and prevent cascading outages and 

blackouts.   

The developed DSA method is tested on the WECC system data representing the 2018 

summer peak load case considering different types of contingencies under different 
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operating points and topologies of the system. The performance of the method is evaluated 

using 5 distinct metrics under 3 different noise levels and 4 different scenarios of missing 

PMU data. Finally, several case studies are performed to show how the trained models can 

capture the relay operations and the occurrence of LOS condition in generators during these 

case studies.  

5.1 Online Dynamic Security Assessment  

In online DSA methods, the stability of the system is evaluated for the current operating 

condition and as it occurs [64]. The uncertainties associated with offline security 

assessment methods are eliminated in online DSA methods as they analyze a snapshot of 

the current operating condition of the system. Their analysis of the system security can 

provide valuable information about how a disturbance impacts the system and can be used 

to initiate proper control actions. 

There need to be further studies on whether online DSA could have prevented recent 

major events such as the 2003 North America blackout. However, it is expected that online 

DSA methods can play a significant role in preventing such events because these methods 

can provide early indications of the pending troubles in the system. Thus, they can provide 

enough time for taking proper remedial actions [64]. Online DSA methods can also provide 

accurate security classification decisions following various possible contingencies. In other 

words, they can analyze if the system is going toward instability by assessing the current 

situation of the gird. If the situation is found to be insecure, they provide an early warning 

of impending instability in the system. In this regard, the U.S.-Canada Power System 

Outage Task Force’s final report on 2003 North America blackout recommends conducting 
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research on the evaluation and adaptation of tools and technologies which are related to 

reliability assessment, aiming at developing guidelines for real-time operating reliability 

assessment tools [3].  

The main components of online DSA systems are illustrated in Figure 5.1. As seen in 

this figure, system measurements can be obtained from supervisory control and data 

acquisition (SCADA), PMUs, and disturbance recorders. These online measurements are 

passed into the DSA system and the state estimator. Finding the current state and dynamic 

model of the network is very important for online DSA systems, especially if the method 

used for DSA requires a fully defined system state and dynamic model [64]. The results of 

online DSA can be directly sent to real-time control to start control actions or can be sent 

to the operator through energy management system (EMS) local display or web, and then 

the operator can decide on implementing control actions.     

The advancements made in power system monitoring provide an overwhelming 

amount of data, which can be efficiently used for operational decision-making. Utilizing 

this data and its underlying patterns, machine learning algorithms have proven to be an 

effective tool for real-time analysis of modern power systems stability and are widely used 

as online DSA methods. In this regard, a literature review on the application of ML 

algorithms for developing online DSA methods is provided in the following chapter.  
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Figure 5.1 The components of an online DSA system [64]. 

5.1.1 Literature Review on ML-based online DSA methods 

Many research papers developed ML-based online DSA methods to evaluate the 

transient stability of power systems. The authors in [66], and [67]–[68] devised DT models 

to predict transient stability of power systems in online applications. The authors in [69]–

[71] used different neural network-based algorithms to predict the transient stability of 

power systems. Support vector machine (SVM) classifiers were developed in [72]-[73] to 

predict the transient stability of power systems. Also, a comparison between the 

performance of the proposed SVM in three cases of considering generator voltages, 

frequencies, and rotor angles as the input features of the algorithm were conducted in [71]. 

For predicting transient stability of power systems, the authors in [73] developed a core 

vector machine (CVM), a variant of SVM, model to eliminate the curse of dimensionality 

of SVM as the size of data sets increases. Furthermore, different online DSA methods 

based on ensemble learning algorithms are developed in [74]–[76] to predict the transient 

stability of power systems.  
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Many research papers also focused on predicting the voltage stability of power systems 

using different ML algorithms. In this regard, [77]-[78] developed DT models to provide 

online voltage stability assessment. Predicting voltage magnitude violation, thermal limit 

violation, as well as transient stability of power system is also considered in [77]. The 

authors in [79] introduced a power flow margin index, voltage margin index, disconnected 

generator index, and other indices to be used as input features to train an online ANN model 

for predicting voltage security of power systems. The authors in [80] used an ANN to 

predict the dynamic voltage security margin to measure the maximum load increase that 

may occur before a specific contingency causes instability in the system. In [80], a 

systematic imbalance learning machine model was trained for online short-term voltage 

stability assessment. Also, the authors in [81]- [82] developed ANN and extreme learning 

machine (ELM) models for predicting the steady-state stability of power systems, 

respectively. For predicting LOS condition in generators, ANN and DT models are 

developed in [29] and [83]-[84]. However, the features used in these references—including 

pre-fault mechanical input power, generators kinetic energy deviation, average 

acceleration during the fault, initial rotor angle, and type of contingency—are not easily 

measurable in the real-time operation of power systems. 

As discussed in Chapter 1, if the occurrence of LOS condition in generators are not 

promptly detected and proper control actions are not initiated, the stability of the system 

might be jeopardized, and system-wide cascading outages might happen in the system. 

Therefore, it is essential for an efficient online DSA method to promptly detect LOS 

condition in generators. Also, it is discussed in Chapter 1 that the behavior of protection 
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systems during a disturbance play a critical role in defining the response of the system to 

the disturbance. In this regard, one of the most important features of an online DSA method 

is the ability to predict critical protection system behavior ahead of time. Distance relays 

as well as UFLS and UVLS relays are among the most critical protective relays that can 

significantly impact the response of a system to a disturbance. To the best of our 

knowledge, no work in the literature completely incorporates predicting the LOS condition 

in generators and the behavior of critical protective relays in online DSA methods. To fill 

this gap, this chapter presents a comprehensive ML-based online DSA method that 

provides a detailed prediction of impending LOS condition in generators as well as any 

impending operation of distance relays, UFLS, and UVLS relays, for up to 10 seconds 

later. The proposed method uses the voltage angle/magnitude measurements obtained from 

the electrically closest high-voltage buses (above 345 kV) to the generator/relay locations 

in the system as the input features of the ML models. The proposed method can provide a 

valuable tool for utilities which can have the following benefits:  

● The method can provide a fast and precise tool for online monitoring of the 

system and predicting the behavior of the generators and protection systems 

under different operating points and topologies of the system. 

● The method can be used to trigger automatic control actions if it predicts 

impending troubles in the system (such as occurring multiple LOS condition 

in generators) 

● The method provides valuable information about the distance relays that are 

likely to mis-operate during an OOS condition. Therefore, OOS blocking 
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signals can be sent to those relays to prevent formation of uncontrolled 

islanding in the system, which is a necessary action in preventing cascading 

outages.  

● The method also provides valuable information about the potential UFLS and 

UVLS relay operations after a disturbance. This identifies the areas in the 

system that will experience frequency/voltage drop. Proper remedial actions 

then can be initiated to recover the frequency/voltage in those areas.  

● PMU measurements have inherent errors, and they can also be polluted with 

external noises. Furthermore, PMU measurements can be missed due to several 

reasons such as PMU or phasor data concentrator (PDC) malfunctions, 

communication failure or congestion, and cyber-attack. The proposed method 

is robust against external noises and measurement errors, as well as missing 

PMU measurements. This guarantees a reliable operation of the proposed 

method in real-time applications.  

5.2 The proposed comprehensive ML-based online DSA method 

As mentioned in Chapter 5.1, the ML-based online DSA methods presented in the 

literature try to train an ML model to extract the underlying pattern between specific 

features, such as generator voltage or frequency measured by PMUs, and stability of the 

system. A new ML-based online DSA method is presented in this chapter which broadens 

the concept of dynamic security assessment and significantly increase situational 

awareness in the system by predicting protective relay operations and occurrence of LOS 

condition in generators for several seconds after a disturbance. 
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 For predicting LOS condition in generators, the proposed method relies on the latent 

correlation between the voltage angles of the electrically closest high-voltage (HV) buses 

to the generator locations and the occurrence of LOS condition in generators. Likewise, for 

predicting protective relay operations, the method relies on the latent correlation between 

the voltage angles/magnitudes of the closest HV buses to the relay locations and the 

operation of the relays.  

The conceptual representation of the method is provided in Figure 5. 2. It is assumed 

that the HV buses with a voltage level of 345 kV and above are equipped with PMUs. 

These PMUs transmit synchronous measurements of the voltage angles and magnitudes of 

the related buses to the control center. In the proposed scheme, the received data needs to 

be pre-processed in the control center, and the proper input features for each of the ML 

models trained in advance to predict UFLS, UVLS, and distance relay operations, as well 

as LOS condition in generators should be extracted. The measurement data used as input 

features of each of the ML models are summarized in Table 5.1. This measurement data is 

obtained from the 5 electrically closest HV buses to the generator/relay buses. 

Note that, only the buses a with voltage level of 345 kV and above are assumed to be 

equipped with PMUs. Hence, the measurement data from the buses with lower voltage 

levels are not used, even if they are the closest buses to the relay/generator locations. Also, 

note that, there are two reasons for choosing voltage angles/magnitudes of the electrically 

closest buses to the relay/generator locations as the features of the RF models. First, these 

variables have a higher correlation with relay operations or occurrence of LOS conditions 
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in generators. Second, bus voltage angles and magnitudes can be synchronously measured 

and transmitted to the control center by PMUs, easily. 

 
Figure 5.2 Conceptual representation of the proposed method 

Table 5.1 Measurement data used by each ML model as input features 

ML model Measured variable 
Predicting LOS condition  Voltage angle  

Predicting distance relay operation  Voltage magnitude 
Predicting UFLS relay operation Voltage angle 
Predicting UVLS relay operation Voltage magnitude 

 

The related relay settings, such as the pickup frequency or voltage of different stages 

and their time delays, are also included as the input features of the models that predict 

UFLS and UVLS relay operations. Also, the inertia (H) and damping factor (D) of the 
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generators are added to the input features of the models that predict LOS conditions in 

generators. Distance relay settings can be similarly considered as input features. However, 

as a generic relay setting is considered for all the distance relays in the test system, the 

zonal reaches and time delays of distance relays are not considered as input features. 

Nevertheless, the concept of the proposed approach can be used with the distance relay 

settings as features where the actual relay settings are available. 

To provide different trust levels and prediction speeds, for each application of 

predicting UFLS, UVLS, and distance relay operation as well as LOS condition in 

generators, three different ML models are trained in advance. Each model uses different 

periods of the measurement data as its features. The periods of measurement data used by 

each of the ML models are illustrated in Table 5.2. Note that in Table 5.2, the measurement 

samples before and after the time of fault are shown by negative and positive signs, 

respectively.  

Table 5.2 Periods of measurement data used by each of the ML models 
ML 

model 
Measured period (cycles) 

-1  Fault  +1  +2  +3  +4  +5 
1         
2         
3        

In this approach, as the contingency proceeds and more updated measurement data is 

received from PMUs, the models that need longer periods of measurement data can make 

their predictions. The predictions from these models guarantee the accuracy of the 

predictions of the other models that need a shorter periods of measurement data. Note that 

while using a longer period of measurement data as the features of the trained models might 

yield more reliable predictions, this reliability comes at the price of delayed predictions, 
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which in turn leads to a delay in initiating control actions. Thus, there is a trade-off between 

the speed and reliability of the predictions. The proposed method includes both types of 

models: the ones that need shorter periods of measurement data (hence can provide fast 

predictions) and the ones that need a longer period of measurement data (hence can provide 

more reliable predictions). Therefore, the method can provide different levels of reliability 

and speed of predictions. 

After feeding the features to the trained models, the models make their predictions of 

the relay operations or occurrence of LOS conditions in the generators for several seconds 

later. The predictions are then sent to the automatic control system. Using the valuable 

information obtained from these predictions the automatic control system initiates proper 

control actions to alleviate the situation and avoid cascading outages and blackout.  

5.3 Training the RF models    

A comprehensive dataset created by performing different types of contingencies under 

various operating conditions and topologies of the system is required for training and 

testing the ML models. In this regard, using GE PSLF software, multiple offline transient 

stability studies including bus faults and line faults followed by tripping one or more 

transmission line(s) as well as generator outage contingencies are conducted. In some of 

these studies, different operating conditions and topologies of the WECC system are 

considered. Overall, 929 contingencies are studied.  

During these transient stability studies, the operations of relays as well as generator 

rotor angles are captured to label the dataset. For any generator, if the rotor angle deviates 

more than 180 degrees from its initial value, that generator is considered to experience LOS 
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condition [21], [15]. However, [15] and [16] propose that recovering from a swing that has 

exceeded 120 degrees is very unlikely. Hence, 120 degrees is usually accepted as a proper 

value for setting an out-of-step protection system. Therefore, in this dissertation, to have a 

higher security margin, the generators whose relative rotor angles deviate more than 120 

degrees are labeled as being in a LOS condition. Also, the features of the ML models, 

mentioned in Table 5.1, are captured during these studies. 

 To make the dataset more comprehensive, historical records of bus voltage data 

obtained from PMUs during different contingencies along with the record of relay 

operations and the occurrence of LOS condition in generators during these contingencies 

can also be added to the results of offline transient stability studies. However, in this 

dissertation, we do not have access to such historical records. Therefore, only the results 

of extensive offline transient stability studies are used to build the dataset.  

The problems of predicting protective relay operations and LOS conditions in 

generators are binary classification problems (having two classes of 0 and 1). The 

following definitions for classes 0 and 1 hold throughout this chapter: 

● Class 0: For the application of predicting protective relay operations, class 0 

represents the samples of no-operation of protective relays, i.e., the samples 

where protective relays do not operate for the entire simulation time, in the 

dataset. Whereas for the application of predicting LOS conditions in 

generators, class 0 shows the samples where LOS conditions do not occur in 

generators, i.e., generators maintain their stable operation conditions. 
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● Class 1: For the application of predicting protective relay operations, class 1 

shows the samples of relay operations in the dataset. For the application of 

predicting LOS conditions in generators, on the other hand, this class 

represents the samples of the occurrence of LOS conditions in generators. 

Different ML algorithms can be used for classification problems. Because of its high 

accuracy and prediction speed, the RF algorithm is used to train the ML models. For 

training the RF models, the “scikit-learn”, which is a well-known Python library, is used 

[62]. As mentioned in Chapter 4.4, the most important hyperparameters of the RF classifier 

are class weights, the number of trees in the forest, the maximum depth of the trees, the 

MSS, the MSL, the number of features considered when looking for the best split, and 

whether bootstrap samples are used when building trees. Precise tuning of these 

hyperparameters significantly improves the performance of the trained model. Therefore, 

in order to achieve the best performance, a two-stage grid search method is utilized to fine-

tune the hyperparameters of the RF models. During each iteration of the grid search 

method, the K-fold cross-validation method with 5 folds is used to provide a realistic 

assessment of the performances of the trained models. The F1 score is considered the main 

metric for evaluating the performances of the models. Accuracy, recall, precision, and 

negative predictive value (NPV) metrics are also used to provide a more detailed 

evaluation.  Brief explanations of the RF algorithm, the grid search method, and the K-fold 

cross-validation method is provided in Chapter 4.2. The metrics used in this chapter for 

evaluating the performances of the trained models are explained in the next chapters.  
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 To show the impact of changing each hyperparameter on the performances of the 

trained models Figures 5.3 – 5.6 are provided. The change in the F1 score for the various 

number of trees in the forest and the maximum depth of the trees for the models trained to 

predict LOS condition in generators and the models trained to predict the operations of 

UFLS, UVLS, as well as distance relays are shown in Figures 5.3 (a), 5.4 (a), 5.5 (a), and 

5.6 (a), respectively. Note that these figures illustrate the impact of changing the 

hyperparameters on the performance of the models that use 7 cycles of measurement data. 

However, the impact of changing the hyperparameters on the other models can be shown, 

likewise. Also, the change in the F1 score for the various number of the class weights 

hyperparameter and the number of trees in the forest for the models trained to predict LOS 

condition in generators and the models trained to predict the operations of UFLS, UVLS, 

as well as distance relays are shown in Figures 5.3 (b), 5.4 (b), 5.5 (b), and 5.6 (b), 

respectively. Note that the figures show the F1 score of the models trained with different 

combination of the hyperparameters at the first stage of the grid search method. Similar 

figures can be obtained for the second stage of the grid search method, where the method 

searches to find the best values for each hyperparameter around the values obtained at the 

first stage. The best value for each hyperparameter along with its corresponding F1 score 

is also shown as a data tip on each figure.  

For the models trained to predict LOS condition in generators and operation of distance 

relays, as seen in Figures 5.3 and 5.6, in comparison to the number of trees in the forest, 

the maximum depth of trees and the class weight hyperparameters have more impact on the 
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performance of the trained models. The maximum depth of trees has the highest impact on 

the performance of these models, especially when the values of this hyperparameter is low. 

 
(a) 

 
(b) 

Figure 5.3 The change in the F1 score of the model trained to predict LOS condition in 

generators for the different values of the maximum depth of trees and the number of trees 

in the forest (a), different values of class weights and the number of trees in the forest (b).   
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(a) 

 
(b) 

Figure 5.4 The change in the F1 score of the model trained to predict UFLS relay 

operations for different values of the maximum depth of trees and the number of trees in 

the forest (a), the different values of class weights and the number of trees in the forest 

(b).   
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(a) 

 
(b) 

Figure 5.5 The change in the F1 score of the model trained to predict UVLS relay 

operations for different values of the maximum depth of trees and the number of trees in 

the forest (a), the different values of class weights and the number of trees in the forest 

(b). 
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(a) 

 
(b) 

Figure 5.6 The change in the F1 score of the model trained to predict distance relay 

operations for different values of the maximum depth of trees and the number of trees in 

the forest (a), the different values of class weights and the number of trees in the forest 

(b). 
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For the models trained to predict UFLS and UVLS relay operations, as seen in Figures 

5.4 and 5.5, in comparison to the number of trees in the forest and the maximum depth of 

trees, the class weight hyperparameter has more impact on the performances of these 

models.   

5.4 The metrics used to evaluate the performances of the trained models  

In order to meticulously evaluate the performances of the trained models, 5 metrics of 

accuracy, recall, precision, F1 score, and NPV, defined in (5.1)-(5.5), are utilized.  

C>>cQI>d = 	 5A25C

5A25C2BA2BC
 (5.1) 

JG>IEE = 	 5A

5A2BC
 (5.2) 

!QG>;:;?< = 	 5A

5A2BA
 (5.3) 

e1	:>?QG = 	2 × (J<:K=9=L@×<:K;NN)

(J<:K=9=L@2<:K;NN)
 (5.4) 

f!( = 	 5C

5C2BC
 (5.5) 

In these equations, TP is the number of true-positive predictions. True-positive 

predictions are the cases that belong to class 1 and the trained model correctly predicts 

these cases to belong to class 1. TN is the number of true-negative predictions. True-

negative predictions are the cases that belong to class 0 and the model correctly predicts 

these cases to belong to class 0. FP is the number of false-positive predictions. False-

positive predictions are the cases that belong to class 0 and the. model falsely predicts them 

to belong to class 1. Finally, FN is the number of false-negative predictions. False-negative 

predictions are the cases that belong to class 1 and the model falsely predicts them to belong 

to class 0.  
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Accuracy shows that overall, what portion of the predictions of the trained models are 

correct predictions. In unbalanced datasets, where the number of the samples of one class 

dominated the other, the accuracy metric might not yield a good evaluation of the 

performance of the trained models. For instance, if there are 99 cases of class 0 in the 

dataset and 1 case of class 1 (e.g., the case of predicting if a patient has a rare disease), and 

we train an ML model that just return prediction of 0 for any case, regardless of the input 

features, the trained model will still have 99% accuracy on the dataset.  This is not a valid 

assessment of the performance of the trained model. Since our dataset is also unbalanced 

and there are more no-operation cases of relays than the operation cases and there are more 

stable operation condition cases in generators than the LOS condition cases, other metrics 

are required for having a better assessment of the performances of the trained models.  

As mentioned in Chapter 4.2.2, the Recall shows that what portion of all the relay 

operation cases or LOS condition cases in generators (cases belonging to class 1) are 

correctly predicted by the trained model. A high Recall value (a value close to 1) can ensure 

that nearly all the relay operations and LOS conditions in generators are correctly identified 

by the models, and no impending relay operation or LOS condition in generators is missed.  

On the other hand, the Precision shows that what portion of the predictions of the 

trained model that a protective relay operates or a generator experiences LOS during a 

contingency (predictions that a case belongs to class 1) are correct predictions. Likewise, 

NPV shows that what portion of the predictions that a relay does not operate, or a generator 

does not experience LOS during a contingency (predictions that a case belongs to class 0) 
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of the trained model are correct predictions. High precision and NPV values (values close 

to 1) can guarantee the accuracy of nearly all the predictions of the models. 

 Finally, the F1 score creates a compromise between the Recall and the Precision. A high 

value of the F1 score guarantees the capability of the trained models in distinguishing 

between different classes. For unbalanced datasets, where the number of samples of one 

class dominates the other, the F1 score yield a better assessment of the performances of the 

trained models. Therefore, in this chapter, the F1 score is used as the main metric for 

evaluating the performances of the models.  

In order to visualize the definition of the Accuracy, Recall, Precision, and NPV metrics, 

a visualization similar to Figure 4.3 is provided in Figure 5.7. In this figure, positive and 

negative cases are shown with filled and hallow circles, respectively. Therefore, all the 

cases in the left rectangle are positive cases and all the cases in the right rectangle are 

negative cases. The hypothesis learnt by the trained model is shown with the black circle 

in the middle of the figure. The model predicts all the cases that fall within the circle as 

positive cases and all other cases as negative cases. In this condition, true-positive 

predictions are the ones that fall within the left semi-circle and all the cases that fall within 

the right semi-circle are the false-positive predictions. False-negative predictions are all 

the cases that fall within the left rectangle but do not fall within the middle circle, whereas 

the true-negative cases are the cases that fall within the right rectangle but do not fall within 

the middle circle.  Therefore, the Accuracy, Recall, Precision, and NPV can be visualized 

as Figure 5.7. 
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Figure 5.7 Visualization of the definition of the Accuracy, Precision, Recall, and NPV    

5.5 Test system and dynamic model description  

In order to implement the proposed online DSA method and evaluate its performance, 

the WECC system data representing the 2018 summer peak load case is utilized. There are 

3399 UFLS relays and 470 UVLS relays throughout the WECC system (based on the 

models included in the dynamic file of the system). Similar to previous chapters, in order 

to capture the responses of distance relays in transient stability studies, two dynamic 

models of distance relays from the PSLF model library [46] are used: 

● For modeling distance relays on the lines with the voltage level of 345 kV and 

above, the “Zlin1” models are used. The responses of the Zlin1 relays are 

recorded during offline transient stability studies and are used to create the 

dataset needed to train the models that predict distance relay operations.  
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● For protecting the lines with a voltage level between 100 kV and 345 kV, a 

Zlinw model is used. 

As mentioned, due to the limitations of stability software tools in the 

number of dynamic models that can be included in stability studies, only the 

lines with the voltage level of 345 kV and above are modeled with Zlin1. The 

lines with lower voltage levels are modeled with Zlinw, as Zlinw does not need 

to be specifically modeled for each transmission line and it can monitor all the 

lines within its minimum and maximum voltage settings. 

5.6 Numerical results and analysis 

Using the metrics described in Chapter 5.4, the performances of the RF models trained 

using the best values of the hyperparameters obtained from the grid search method are 

evaluated. The results for predicting the operations of distance relays, UFLS relays, and 

UVLS relays as well as LOS condition in generators are provided in Table 5.3 (a), (b), (c), 

and (d), respectively. As seen in these tables, all the trained models yield high values of F1 

score, which guarantee the great performances of the trained models in distinguishing 

between operation (class 1) and no-operation cases (class 0) of the relays as well as between 

the LOS condition (class 1) and stable operation condition (class 0) in generators. 

Analyzing the Recall and Precision metrics of each model shows that a very low number 

of false-negative and false-positive predictions are observed in the predictions of the 

trained models. This can guarantee that the trained models can correctly capture all the 

impending distance relay, UFLS relay, and UVLS relay operations as well as LOS 

condition in any generator.  
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The prediction time of each model is provided in Table 5.4. As seen in Table 5.4, the 

prediction time of the trained models is very low, and it can be ignored in comparison with 

the period of measurement data required for prediction. If we take the period of data 

required for the prediction of each model into account, the first models—the models that 

use 5 cycles of data—can provide their predictions approximately 66.7 ms after the fault. 

The second and the third models—the models that use 6 and 7 cycles of data, 

respectively—can provide their predictions approximately 83.4 and 100 ms after the fault, 

respectively. This shows that all the trained models are fast enough to be used as online 

DSA method. 

Table 5.3 The performances of the models trained for predicting: (a) distance relay, (b) 
UFLS relay, (c) UVLS relay, and (d) LOS condition in generators 

(a) 

Model Accuracy Recall Precision NPV F1score 

1 0.990 0.906 0.898 0.995 0.902 

2 0.995 0.922 0.968 0.996 0.945 

3 0.995 0.928 0.966 0.996 0.947 

 (b) 

Model Accuracy Recall Precision NPV F1score 

1 0.995 0.987 0.994 0.995 0.991 

2 0.995 0.987 0.996 0.994 0.991 

3 0.995 0.987 0.996 0.994 0.991 

 (c) 

Model Accuracy Recall Precision NPV F1score 
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1 0.995 0.991 0.995 0.995 0.993 

2 0.997 0.995 0.995 0.998 0.995 

3 0.997 0.995 0.995 0.998 0.995 

 (d) 

Model Accuracy Recall Precision NPV F1score 

1 0.998 0.997 0.997 0.998 0.997 

2 0.998 0.997 0.998 0.998 0.998 

3 0.998 0.998 0.998 0.998 0.998 

 

Table 5.4 Prediction time of the trained models  

Model Distance relay 
(µs) 

UFLS relay 
(µs) 

UVLS relay 
(µs) 

LOS 
(µs) 

1 23.4 35.1 258 25.2 
2 28 26.6 203 19.6 
3 15.7 19.5 145 15.6 

By comparing the performances of the models that use different periods of 

measurement data, it is observed that using a longer period of measurement data for 

prediction generally enhances the performances of the trained models. However, as 

observed, this enhancement in the performance comes at the price of a longer delay in 

predictions of the models. As mentioned earlier, the method provides the opportunity to 

compromise the reliability and the speed of predictions by providing both types of models 

that use a shorter period of measurement data and the models that use a longer period of 

measurement data. 
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5.6.1 Evaluating the impact of external noise and measurement error on the 

performance of the trained models  

PMU measurement data are usually accompanied by measurement errors and external 

noises. If the trained models are not robust against noise, their performances can be 

adversely impacted. Therefore, the performances of the trained models need to be 

evaluated in the presence of measurement errors and noises. In this regard, different levels 

of noise are added to the voltage magnitude/angle data used for testing the performances 

of the trained models. IEEE Standard C37.118.1-2011 [85] requires PMUs to provide 

measurements with less than 0.01 total vector error (TVE), which implies a voltage 

magnitude measurement error of less than 1 percent of the voltage magnitude and voltage 

angle measurement error of less than 0.573 degrees. Industrial PMUs far exceed the IEEE 

standard requirement. For instance, industrial PMUs with accuracies of ± 0.03% in phasor 

magnitude and ± 0.01 degrees in phasor angle have been manufactured [86]-[88]. In this 

regard, the performances of the trained models are evaluated in the presence of noise levels 

equal to 0.03, 0.1, and 0.25 of the IEEE standard TVE. The performances of the models 

trained to predict distance relay, UFLS relay, and UVLS relay operations as well as LOS 

condition in generators in terms of the F1 score are provided in Table 5.5 (a), (b), (c), and 

(d). As seen in these tables, all the trained models are robust against the noise levels of 

industrial PMUs and can provide reliable predictions. 
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5.6.2 Evaluating the impact of missing PMU measurements on the performance of 

the trained models  

PMU measurements might not always be synchronously available due to practical 

issues, including but not limited to PMU or PDC malfunctions, communication failures or 

congestions, and cyber-attacks [89]. This missing data can adversely affect the 

performances of the trained models and lead to inaccurate predictions. Hence, it is urgent 

that the trained models be robust against possible missing data. 

Table 5.5 The performances of the models trained for predicting: (a) distance relay, (b) 

UFLS relay, (c) UVLS relay, and (d) LOS condition in generators in the presence of 

different noise levels 

(a) 

Model 0.03 IEEE 
standard TVE 

0.1 IEEE 
standard TVE 

0.25 IEEE 
standard TVE 

1 0.901 0.890 0.807 
2 0.943 0.941 0.889 
3 0.945 0.947 0.922 

(b) 

Model 0.03 IEEE 
standard TVE 

0.1 IEEE 
standard TVE 

0.25 IEEE 
standard TVE 

1 0.989 0.988 0.978 
2 0.990 0.985 0.982 
3 0.991 0.987 0.978 

(c) 

Model 0.03 IEEE 
standard TVE 

0.1 IEEE 
standard TVE 

0.25 IEEE 
standard TVE 

1 0.993 0.989 0.975 

2 0.993 0.995 0.981 

3 0.995 0.995 0.973 
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(d) 

Model 0.03 IEEE 
standard TVE 

0.1 IEEE 
standard TVE 

0.25 IEEE 
standard TVE 

1 0.938 0.903 0.874 

2 0.950 0.916 0.887 

3 0.958 0.925 0.891 
 

In this regard, the performances of the trained models are evaluated considering the 

following four scenarios of missing PMU measurement data:  

● Scenario 1: Missing one random measurement sample  

● Scenario 2: Missing two random measurement samples 

● Scenario 3: Missing two consecutive measurement samples 

● Scenario 4: Completely missing the measurement samples from one random 

PMU 

The missing sample(s) are randomly selected among the measurement samples used as 

the features of the trained. Also, the PMU whose measurement data are missed is randomly 

selected among the PMUs whose measurement data are used as the features of the trained 

models. 

In scenarios 1 and 2, using (5.6), the missing sample(s) are replaced by the average of 

their preceding and succeeding samples. Note that, :@,? represents sample m from bus n 

(the missing sample), and :@,?∗  represents the value that is replaced with :@,? to be used as 

the feature(s) of the trained models.  

:@,?∗ 	= 90,23!		2	90,2.!
#

 (5.6) 
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In scenario 3, considering :@,? as the first missing sample and :@,?2" as the second 

one, the missing samples are replaced with the values calculated using (5.7) and (5.8), 

respectively. 

:@,?∗ = 90,23!		2	90,2.#
#

 (5.7) 

:@,?2"∗ = 90,2∗ 		2	90,2.#
#

 (5.8) 

In scenario 4, each measurement sample of the PMU whose data are missed is replaced 

with the values calculated using (5.9). 

:@,?∗ = g
903!,2		2	90.!,2

#
	´	b

@
					, ∀i ∈ j= , ; ∈ {1, 2, 3}					;^	< ≠ 1

:@2",?´	b@																					, ∀i ∈ j= , ; ∈ {1, 2, 3}					;^	< = 1
 (5.9) 

In (5.9), j= is the set of measurement samples used as the features of model i. b
@
	 is a 

scaling factor and is defined in (5.10). Note that, since the voltage magnitude/angles of 

different buses are different from each other, this scaling factor is required if the 

measurement samples of one bus need to be replaced with those of another bus (or with the 

average of measurement samples of two other buses). 

b
@
= m

#	´	90,!	
903!,!		2	90.!,!

											;^	< ≠ 1
	9!,!	
	9#,!

																											;^	< = 1
 (5.10) 

In (5.10), 	:@," is the first measurement sample from bus n, i.e., the voltage 

magnitude/angle from bus n captured one cycle before the fault (steady-state pre-fault 

condition). Equation (5.10) states that if the samples from one bus are to be replaced with 

those from another bus (or with the average of measurement samples from two other 

buses), a scaling factor is required. The factor should be equal to the ratio of the steady-

state pre-fault voltage magnitude/angle of the bus whose measurement samples are missed 
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to that of the bus to be used as a replacement (or to the average steady-state voltage 

magnitude/angles of the two other buses that are used as replacements). 

Using (5.6)-(5.10) for replacing the missing measurement samples, the performances 

of the trained models are evaluated for new and out-of-sample cases, in the presence of 

measurement noises equal to 0.03 of standard IEEE TVE and the four scenarios of missing 

PMU measurement data. The results in terms of the F1 score for the models trained to 

predict distance relay operations, UFLS and UVLS relay operations, as well as LOS 

conditions in generators are provided in Table 5.6 (a)-(d), respectively. Each column in 

these tables represents one of the three different models that are trained for each 

application, and each row represents different scenarios of missing PMU data. As seen in 

Table 5.6, all the trained models maintain a great performance in different scenarios of 

missing PMU data, even for predicting new cases and in the presence of measurement 

errors and noises. The great performances of the models in the presence of noise and 

missing PMU data can guarantee the reliability of the models in practical applications, 

where PMU data are along with measurement errors, might be polluted with external 

noises, and might be missed during the process of being transmitted to the operation center.  
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Table 5.6 The performances of the models trained for predicting: (a) distance relay, (b) 

UFLS relay, (c) UVLS relay, and (d) LOS condition in generators in the presence of 

noise and missing PMU data 

(a) 
Models 1 2 3 

Scenario 1 0.892 0.945 0.945 

Scenario 2 0.900 0.935 0.938 

Scenario 3 0.894 0.938 0.937 

Scenario 4 0.882 0.924 0.917 

(b) 

Models 1 2 3 

Scenario 1 0.990 0.990 0.991 

Scenario 2 0.990 0.990 0.990 

Scenario 3 0.990 0.990 0.990 

Scenario 4 0.989 0.989 0.989 

(c) 

Models 1 2 3 

Scenario 1 0.993 0.993 0.995 

Scenario 2 
0.993 0.990 0.992 

Scenario 3 0.990 0.993 0.992 

Scenario 4 
0.993 0.987 0.990 
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(d) 

Models 1 2 3 

Scenario 1 0.937 0.951 0.958 

Scenario 2 0.936 0.950 0.958 

Scenario 3 0.936 0.950 0.957 

Scenario 4 0.925 0.940 0.946 

 

5.6.3 Case studies 

To further illustrate the performances of the trained models, three different case studies 

are analyzed in the WECC system, and the trained models are used to predict any distance 

relay, UFLS relay, and UVLS relay operations, as well as LOS condition in generators. 

These case studies are among the most critical contingencies of the WECC system, which 

have system-wide effects and can lead the system toward instability. Therefore, the great 

performances of the trained models in these cases are essential for initiating proper 

remedial actions to avoid cascading outages and blackouts and can guarantee the reliability 

of the trained models. Note that, these case studies are only provided to show the 

performances of the trained models in three simulated examples of the online application 

of the proposed method, where out-of-sample contingencies occur. The values reported for 

the F1 scores (as well as the other metrics) in Tables 5.3, 5.5, and 5.6 are obtained from 

testing the trained models on the entire dataset (929 contingencies) using the K-fold cross-

validation method. 
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5.6.3.1 Case study 1 

In this case study, a bus fault occurs on bus 3 of the WECC system and is cleared after 

4 cycles by removing three 500 kV transmission lines that comprise COI. As mentioned in 

previous chapters, the outage of these tie lines is a critical contingency for the WECC 

system as they transfer a significant amount of power. Therefore, the N-3 COI outage is 

considered in this case study. To show the performance of the proposed method under a 

new pre-fault operating condition, the pre-fault operation condition of the WECC system 

is modified, in this case study. In the new operating condition, a uniform increase of 2 

percent in the large loads of the areas that import power through the COI (the loads above 

100 MW) is considered. Moreover, to evaluate the performances of the trained models in 

the presence of measurement noises, different levels of measurement noises—including 

0.03, 0.1, and 0.25 of the IEEE standard TVE—are added to the features of the models. 

This contingency leads to 82 UFLS relay operations, 3 UVLS relay operations, and 9 

distance relay operations. It also leads to LOS condition in 1412 generators. The models 

trained to predict UFLS and UVLS relay operations identified all the relay operation and 

no-operation cases (both classes 1 and 0), correctly, i.e., no false-negative or false-positive 

predictions, under all applied noise levels. This yields an F1score of 1, which is higher than 

the F1 score reported in Table 5.5 (b) and (c) for these models. 

The performances of the models that predict the operations of distance relays and LOS 

conditions in generators, in terms of the number of FN and FP cases as well as the F1score, 

are provided in Table 5.7 (a) and (b), respectively. The F1 scores reported in Table 5.7 (a) 



 

151 
   

and (b) for case study 1 are higher than the F1 scores reported in Table 5.5 (a) and (d) for 

the same models, which shows the great performances of the models in this case study. 

5.6.3.2 Case study 2 

In this case study, the same contingency of case study 1 is analyzed. However, to 

evaluate the performances of the trained models in the case of a new pre-fault topology of 

the system, the pre-fault topology of the system is modified by taking two critical 500 kV 

transmission lines of the system out of service. Each of these transmission lines 

approximately carries 384 MW of power. Similar to case study 1, different levels of 

measurement noises are added to the features of the models. 

This contingency leads to 1 UFLS relay operation in the system. All other UFLS and 

UVLS relays do not operate during this contingency. All the trained models under all the 

applied noise levels predict the operation of that 1 UFLS relay and no-operation of other 

UFLS and UVLS relays in the system. This yields an F1score of 1 for all the models trained 

to predict UFLS and UVLS relay operations. This F1 score is higher than the F1 scores 

reported in Table 5.5 (b)-(c) for these models. 

The contingency also leads to 8 distance relay operations and LOS conditions in 1445 

generators. The number of FN and FP cases as well as the values of the F1 scores of the 

models that predict the operations of distance relays and LOS conditions in generators are 

provided in Table 5.8 (a) and (b), respectively. As seen in Table 5.8, all the F1 scores 

obtained in case study 2 for the models that predict distance relay operations and LOS 

conditions in generators are higher than the F1 scores reported in Table 5.5 (a) and (d) for 

the same models. 
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Table 5.7 The performances of the models trained for predicting: (a) distance relay 

operation, (b) LOS condition in generators in the presence of different noise levels for 

case study 1  

(a) 

Models metric Noise level: 0.03 
TVE 

Noise level: 0.1 
TVE 

Noise level: 
0.25 TVE 

1 
FN 0 0 1 
FP 0 0 0 

F1 score 1 1 0.941 

2 
FN 0 0 1 
FP 0 0 0 

F1 score 1 1 0.941 

3 
FN 0 0 0 
FP 0 0 0 

F1 score 1 1 1 

(b) 

Models metric Noise level: 0.03 
TVE 

Noise level: 0.1 
TVE 

Noise level: 
0.25 TVE 

1 
FN 0 1 8 
FP 0 0 0 

F1 score 1 1 0.997 

2 
FN 0 0 0 
FP 0 0 0 

F1 score 1 1 1 

3 
FN 0 0 1 
FP 0 0 0 

F1 score 1 1 1 
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5.7.3.3 Case study 3 

To evaluate the performances of the trained models in other types of contingencies, an 

N-3 generator outage contingency is considered in this case study. The selected three 

generators produce a total active power of around 1268 MW and are among the generators 

with the highest active power generation in the WECC system. Similar to case study 1, 

different levels of noise are added to the features of the models. 

This contingency leads to 5 UFLS relay operations and 1 UVLS relay operation throughout 

the system. The models trained to predict UFLS and UVLS relay operations correctly 

identify all the relay operation and no-operation cases under all the applied noise levels. 

This contingency does not lead to any distance relay operation or LOS condition in the 

generators. The models trained to predict distance relay operations and LOS conditions in 

generators correctly identified no-operation of all the distance relays in the system and 

stable operation condition of all the generators. This yields an F1 score of 1 for all the 

trained models in this case study. 

5.6.4 Analyzing the results 

The case studies show that the trained models can reliably predict distance relay, UFLS 

relay, and UVLS relay operations, as well as LOS condition in generators in any type of 

contingency even under different pre-fault operating conditions and topologies of the 

system. To further shed light on how the proposed method provides valuable information 

about which areas of the system are affected by the disturbance and how the disturbance 

spreads throughout the system, a heat map is provided in Figure 5.8 for case study 1. The 
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heatmap shows parts of the WECC system where distance relay (shown by number 1), 

UFLS relay (shown by number 2), and UVLS relay (shown by number 3) operations, as 

Table 5.8 The performances of the models trained for predicting: (a) distance relay 

operation, (b) LOS condition in generators in the presence of different noise levels for 

case study 2  

(a) 

Models metric Noise level: 0.03 
TVE 

Noise level: 0.1 
TVE 

Noise level: 
0.25 TVE 

1 
FN 0 1 2 
FP 0 0 0 

F1 score 1 0.933 0.857 

2 
FN 0 0 0 
FP 0 0 0 

F1 score 1 1 1 

3 
FN 0 0 1 
FP 0 0 0 

F1 score 1 1 0.933 

(b) 

Models metric Noise level: 0.03 
TVE 

Noise level: 0.1 
TVE 

Noise level: 
0.25 TVE 

1 
FN 1 41 108 
FP 0 0 0 

F1 score 1 0.986 0.961 

2 
FN 0 13 96 
FP 0 0 0 

F1 score 1 0.996 0.966 

3 
FN 0 7 100 
FP 0 0 0 

F1 score 1 0.998 0.964 
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well as LOS conditions in generators (shown by number 4) are predicted by the proposed 

method. Different shades of red colors in Figure 5.8 indicate different levels of trust in the 

predictions of the trained models. For each application of predicting UFLS, UVLS, and 

distance relay operation, as well as LOS conditions in generators, the lightest shade of red 

is for model 1 (the least reliability in the predictions); the darker shade is for model 2 

(higher reliability in the predictions), and the darkest shade is for model 3 (the highest 

reliability in the predictions). The heatmap can serve as a visualizing tool that provides 

warnings of the impending problems in the system and helps in making effective decisions.  

 
Figure 5.8 The heatmap of case study 1. 

5.7 Summary 

In this chapter, online dynamic security assessment and its necessity in modern power 

grids are thoroughly explained. It is discussed that how an online DSA system can improve 
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situational awareness and can prevent major outages and blackouts in the system. It is 

explained that how traditional methods of evaluating the dynamic security of the system 

are insufficient for online application and how the PMUs installed throughout modern 

power systems can provide online measurements of different parameters in the system, 

which can be used to develop ML-based online DSA methods. In Chapter 5.1.1, different 

research works on online DSA methods are reviewed. The research works in the literature 

review has developed ML-based algorithms to extract a pattern between a specific 

parameter, such as generator bus voltages, measured by PMUs and rotor angle, voltage, 

and small signal stability of the system. The shortcomings of the methods reviewed in the 

literature are also explained in Chapter 5.1.1. 

 Chapter 5.2 proposes an ML-based online DSA method that uses the voltage 

magnitudes/angles of the electrically closest buses to the relay/generator locations and 

predicts if any distance relay, UFLS relay, and UVLS relay will operate and if any 

generator in the system will experience LOS condition for several seconds later. The 

method uses the historical data and the results of offline transient stability studies 

performed on the WECC system to train different RF models to predict the relay 

operations, and LOS conditions in the generators. For each of the mentioned applications, 

3 different RF models are trained. These models use different periods of voltage 

magnitude/angle measurement data obtained from PMUs installed on the 5 electrically 

closest high-voltage buses to the relay/generator locations as the input features. Different 

steps for creating a comprehensive dataset for training the RF models and tuning their 

hyperparameters to achieve the best performance are presented in Chapter 5.2 and 5.3. The 
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metrics used for evaluating the performances of the trained models and the test system are 

explained in Chapters 5.4 and 5.5, respectively.   

In Chapter 5.6, the performances of the trained models are evaluated in the presence of 

noise and missing PMU data using the K-fold cross-validation method. The results show 

that the trained models are robust to standard noise levels of industrial PMUs (and higher) 

and missing PMU data. The results show that with the noise level of 0.03 and 0.1 of IEEE 

standard TVE, all the trained models have an F1 score of above 0.9 and for the noise level 

of 0.25 of IEEE standard TVE, which is considerably higher than the noise level of 

industrial PMUs, all the trained models still have F1 scores above 0.8.  The F1 scores of 

all the trained models are higher than 0.88 in the four scenarios of missing PMU data with 

the noise level of 0.03 of IEEE standard TVE. The results show that all the RF models are 

fast enough to satisfy the requirement of an online DSA method.  

The various RF models trained in this chapter that use different periods of measurement 

data can provide different levels of prediction speed and reliability in predictions.  This 

creates an opportunity to compromise the speed and the reliability of the predictions. 

Therefore, the method can serve as a reliable and fast tool to increase situational awareness 

by providing valuable information about the impending distance relay, UFLS relay, and 

UVLS relay operations, as well as LOS conditions in generators throughout the system. 

The heatmap of a contingency is provided, which shows the areas of the system that are 

predicted to experience frequency/voltage drop and consequent distance relay, UFLS relay, 

and UVLS relay operations. It also visualizes the generators of which areas will experience 

LOS conditions during the disturbance. This can help for a better understanding of the 
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system condition and how the disturbance propagates in the system, which significantly 

helps in initiating more efficient remedial actions. 
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Chapter 6: Generator protection system modeling and impact assessment in 

transient stability analysis 

Electric rotating machinery, including synchronous and induction generators, represent 

a very complex class of equipment that are subject to different types of failure. These 

failures can be categorized as follows [21], [90]: 

1. Internal faults: within the generator protection zone  

2. Abnormal operating or abnormal external system condition (such as an uncleared 

fault) 

Power plants comprise almost 50 percent of the capital investment in power systems. 

Therefore, their outages due to faults, abnormal operating condition, or protective relay 

misoperation are very costly. Hence, a complete generator protection system which include 

different protection functions are designed to remove the faulted generator to preserve 

system integrity and minimize the damage to the generator [21], [91]. Some other generator 

protective functions, such as over-excitation limiter (OEL) and under-excitation limiter 

(UEL), can also send signals to generator excitation system to limit the generator field 

current and output reactive power in order to avoid prolonged abnormal operation 

condition of the generator.  

As one of the most fundamental assets in power systems, generators play a significant 

role in defining the system behavior during different disturbances.  Having the capability 

to trip the generator or impose limiting action on them, the response of different generator 

protective relays installed on the generators significantly impacts the behavior of the 

generators and the dynamic response of the system during disturbances. In this regard, 
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post-disturbance analysis of many of the major outages and blackouts reveal the significant 

role of generator protective relays in the chain of events leading to these major outages. 

More detailed explanation on the role of generator protective relays in some of the major 

outages is provided in Appendix B.  

Considering the importance of modeling generator protective relays in transient 

stability studies, the crucial need for developing a framework for proper representation of 

generator protective relays in transient stability studies has long been identified by the 

industry. The proper modeling of generator protective relays in transient stability studies 

enables precise evaluation of the responses of these protective relays during different 

contingencies and their impact on the generator behavior and dynamic response of the 

system. This valuable information can be used in planning studies to have a better 

understanding of system dynamic response during different contingencies and devising 

proper preventive and remedial actions to avoid cascading outages and blackouts. It can 

also be used by protection engineers to study probable generator protective relay 

misoperations during different contingencies and implement proper changes in the design 

or settings of protection functions to avoid such misoperations. 

Many research papers in the literature have tried to model different protective relays of 

generators in stability studies and evaluate the response of these protective relays during 

different types of contingencies. In this regard, the authors in [91] provided a detailed 

explanation of the capability curve of a generator and what factors limit the capability of a 

synchronous generator to provide active and reactive power. Then, the paper discusses the 

generator protective relays that are intended to prevent operating condition of a generator 
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from violating its capability curve. Finally, the paper includes simulation results of the real-

world generation systems models to evaluate the generator and its loss-of-field (LOF) and 

LOS protection system behavior during different disturbances. References [92] and [93] 

provide explanations of LOF protection in generators and how this protection function is 

modeled. Then, these references evaluate the performance of the modeled LOF protective 

relay during various types of LOF events using real-time digital simulator (RTDS). An 

assessment of the different LOF detection techniques is also provided in [93]. The authors 

in [94] provided an explanation of reverse power condition (motoring) and how reverse 

power protection relays operate and how they are modeled. This reference also investigates 

the response of the reverse power protection relay and its impacts on the dynamic response 

of the generator during different case studies performed using MATLAB/Simulink. The 

function of different generator protective relays including phase backup protection, ground 

backup protection, LOF protection, over-excitation protection, abnormal 

frequency/voltage protection, and OOS protection and how various abnormal operating 

condition of a generator can affect the responses of these protective relays are elaborated 

upon in [95]. This reference also provides guidelines on the application and setting of the 

mentioned generator protective relays. The authors in [96] provided an overview of 

stability studies and evaluated the behavior of the impedance-based generator protective 

relays including LOF, LOS, and phase distance protection during various stability studies.  

A comprehensive framework for modeling all the critical generator protective relays in 

stability studies should provide guidelines for proper modeling of all the critical generator 

protective relays in stability studies. This guideline should address the following questions: 
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1. How each of the generator protective relays (e.g., LOF protection, OEL and UEL 

protection functions, volt-per-hertz protection, OOS protection, to name but a few) 

can be properly modeled in stability studies?  

2. What models in stability analysis software tool, such as PSLF, should be used to 

closely represent the dynamic behavior of the actual generator protective relays 

installed on the generators?  

3.  How the actual settings of the relays in the system can be mapped to different 

parameters of the models included in the dynamic file of the system for stability 

studies? In other words, how different parameters of the models included in stability 

studies should be tuned to closely represent the control block diagram of actual 

protective relays and their settings?   

No previous work has developed such a comprehensive framework for modeling 

generator protective relays in stability studies. Furthermore, the previous works mostly 

considers a single generator to infinite bus system and solely study the response of the 

different generator protective relays to disturbances and their impact on generator dynamic 

response. However, the interaction of these protective relays with system dynamics and the 

impact of their operation on dynamic response of the system have not been analyzed in any 

prior work.  

To fill this gap, a comprehensive framework for modeling generator protective relays 

is proposed in this chapter that addresses all the mentioned questions. The framework is 

utilized to model the protective relays of the generators in a specific area of the WECC 

system representing the 2028 planning case with their specific settings in the dynamic file 
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of the system that is used for transient stability studies. The generator protective relays 

modeled include under/over frequency protection relays, under/over voltage protection 

relays, volt-per-hertz protection relays, phase distance relays, OOS relays, LOF relays, 

stator overcurrent relays, reverse power protection relays. Furthermore, over-excitation 

limiter, and under-excitation limiter functions of the generators are modeled. Various types 

of contingencies in different regions of the system, including over 400 contingencies, are 

studied on the WECC system. The responses of the generator protective relays during these 

contingencies, as well as their impact on the dynamic response of the generator and the 

system are monitored. Note that in this work, we only considered generator protective 

relays that can be modeled in three-phase transient stability analysis software, such as 

PSLF. Therefore, generator protective relays such as ground protection relays, negative 

sequence relays, and differential protection relays are not considered in this work.   

An explanation of the capability curve of generators, which limit the capability of the 

generator for operating in overexcitation and underexcitation condition is provided in the 

following section of this chapter. Various generator protective relays considered in this 

chapter along with the guidelines and the steps of the proposed framework for modeling 

them in transient stability studies are also provided. The results of the transient stability 

studies conducted on the WECC system as well as the evaluations of the responses of the 

generator protective relays and their impact on the dynamic response of the generator and 

the system are provided in the following sections of this chapter.  
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6.1 Generator capability curve 

The ratings of synchronous generators are provided by the manufacturer in terms of the 

maximum MVA that the generator can deliver continuously at a specific voltage and power 

factor without overheating.  There are many factors—such as stator (armature) current 

limit, rotor current limit (field current limit), stator end region heating limit, coolant 

pressure, and steady-state stability limit (SSSL)—that limit the capability of a generator to 

deliver active and reactive power. Generator capability curve, shown in Figure 6.1, is a 

curve in the P-Q plane that represents the machine thermal limits at the nominal voltage. 

This curve is provided by the manufacturer. In this section, different factors affecting the 

capability of a synchronous generator to deliver active and reactive power are explained in 

detail [91].  

 
Figure 6.1 Generator capability curve 
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6.1.1 Stator current limit 

With an increase stator current, which is accompanied by an increase in stator copper 

power losses, the temperature in the stator windings increases. Prolonged overheating 

condition can damage the stator winding. In this regard, there is a maximum current that a 

generator can deliver continuously without violating the thermal limit of the stator winding. 

This current limit, when mapped to the P-Q plane, shows a circle with center at the origin 

and a radius equal to the MVA rating of the generator (at rated voltage). This limit is shown 

by curve BC in Figure 6.1 [91].  

6.1.2 Rotor current limit 

Similar to the limit in stator current imposed by stator power losses, the rotor current 

(or field current) is limited due to rotor copper power losses. This current limit, when 

mapped to the P-Q plane, can be illustrated by a circle centered on the Q-axis and below 

the origin. This limit is shown by curve AB in Figure 6.1. Point B is the intersection of the 

stator and rotor current limits and represent the rated MVA and power factor of the 

generator [91]. 

Consider a simple power system diagram of Figure 6.2. In this diagram, the internal 

voltage and synchronous reactance of a generator are .Q and L,, respectively (assuming 

constant filed current, neglecting the stator resistance, and assuming L, = LQ). Also, the 

power system voltage and reactance (taking into account the reactance of the generator 

step-up transformer) are .9 and L9, respectively. The center and the radius of the curve that 

represent the rotor current limit of the generator can be calculated using (6.1)-(6.2) [91].  
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Figure 6.2 Simple power system diagram 

6.1.3 Stator end region heating limit 

The rotor magnetic flux passing through the stator is illustrated in Figure 6.3. As it is 

seen in this figure, the main rotor magnetic flux is a radial flux that is parallel to the stator 

laminations. The stator end ring flux, however, is an axial flux that is perpendicular to the 

stator lamination. This leakage flux creates eddy currents in the laminations leading to 

localized heating in the stator end region. This heating in the stator end region imposes 

another limit on the capability of generator to deliver active and reactive power in the 

underexcited region [91].  

When a generator operates in the overexcitation region, the main magnetic flux is high. 

The high magnetic flux saturates the retaining ring, shown in Figure 6.3. When the 

retaining ring saturates, its reluctance increases, which means that there is a higher 
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magnetic resistance in the path of the leakage flux at the stator end region. Therefore, the 

leakage flux is low in this condition, and the overheating condition does not happen. On 

the other hand, when a generator operates in the underexcited region, the filed current and 

magnetic field is low, and the retaining ring is not saturated. Therefore, the reluctance of 

the retaining ring is low and the leakage current is high. Moreover, in the underexcited 

operating region, the magnetic flux produced by the stator adds to the magnetic flux 

produced by the rotor (field winding). Therefore, the end turn flux enhances the axial flux 

in the end region, which is responsible for creating overheating condition. Therefore, stator 

end region overheating is only the matter of concern when the generator operates in the 

underexcited region [91].  

The stator end heating limit is depicted by curve CD in Figure 6.1. According to [97], 

the center and the radius of this circle is calculated using (6.3)-(6.6). 

 

 

Figure 6.3 The main and leakage magnetic flux of a synchronous generator  
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Where, f; and f8 are the number of turns of the stator (armature) and field windings, 

respectively. ∆@ is the maximum tolerable temperature rise over the no-load temperature 

in the stator end region. Finally, B/ is a coefficient that relates the thermal energy to the 

square of the end region magnetic flux.  

6.1.4 Steady-state stability limit 

Another limit on the amount of active and reactive power that can be delivered by a 

generator is imposed by SSSL. Under normal operating conditions, there is a balance 

between the generated and consumed power and all the synchronous generators connected 

to the system operate at the same average speed. However, small changes in load and 

system configuration frequently occurs in power systems. The ability of the system to 

operate in the normal operating condition under these small changes in the system is 

referred to as steady-state stability [91].  

If the simple power system diagram of Figure 6.2 is considered, the active power 

transfer capability is calculated using (6.7). In this equation, δ is the phase angle difference 

between .Q and .9. Considering (6.7), the power-angle curve for different values of the 

internal generator voltage .Q (.QE > .Q" > .Q#) is provided in Figure 6.4. At normal 
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operation condition, the generator operates at a point where !? = !:. The power-angle 

curve shows that for small load increases (increase in !:), !? increases to keep up with !: 

till δ reaches 90°. Beyond 90°, the increase in !: is accompanied by a decrease in !? and 

the system loses synchronism.  

!: =
1618
R52R8

:;<"  (6.7) 

Another condition for losing synchronism, can occur in the condition that for a fixed 

!?, the operator decides to reduce the excitation of generator internal voltage .Q to absorb 

reactive power (for instance, the condition where there is an excess of reactive power in 

the system, and it is not completely compensated by switching off the shunt capacitors). 

As seen in Figure 6.4, by reducing .Q, the power angle δ increases, till it reaches 90°, where 

system reaches its SSSL. Any further decrease in .Q results in unstable operation condition. 

Note that, this analysis is valid for manual voltage regulator option. However, under 

automatic operation (AVR), the regulator promptly changes the field current to achieve a 

proper internal voltage for the operating condition, which changes the power angle to 

improve the SSSL [91].  

For an ideal lossless system of Figure 6.2, the SSSL limit represents a curve on the P-

Q plane whose center and radius is calculated using (6.8)-(6.9) [90]. Note that, when the 

power system is strong, L9 is low, and the SSSL locus is outside the generator capability 

curve. However, if the system is weak, L9 is high, and in this case, the SSSL locus might 

fall inside the generator capability curve and become more restrictive than the generator 

capability curve [91]. 
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Figure 6.4 Power-angle curve for different generator internal voltages 

 

7G<8GQ	(!, n) = (0, %%
#

#
t "
R5
− "

R8
u) (6.8) 

JIo;c: = %%#

#
t "
R5
+ "

R8
u	 (6.9) 

6.1.5 Effect of voltage and coolant pressure 

Considering (6.1)-(6.9), it is clear that a generator capability curve is a function of its 

terminal voltage. The capability curve of a generator is typically provided at nominal 

voltage by the manufacturer. However, using (6.1)-(6.9), the generator capability curve can 

be easily plotted for other terminal voltages.  

The effectiveness of a generator cooling system also plays a significant role in 

capability of the generator to deliver power. For instance, in a hydrogen-cooled generator, 

the capability curve is a function of hydrogen pressure [91]. In this regard, to show the 
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impact of the cooling system on the capability curve of a generator, the capability curve of 

an industrial 160 MW hydrogen-cooled steam turbine-driven generator is provided in 

Figure 6.5. Note that, in this figure, the dotted straight lines are the loci of constant power 

factor. Figure 6.5 shows that generator capability curves are in fact a group of curves with 

the coolant pressure as the parameter.  

 
Figure 6.5 Capability curves of a 160 MW hydrogen-cooled steam-turbine generator [91] 

6.2 Modeling generator overexcitation and underexcitation limiter 

An introduction of generator OEL and UEL control functions along with their 

applications, as well as the PSLF model used to represent these relays in the dynamic file 

of the system used for performing transient stability studies are provided in this section. 

Also, the procedure for precisely representing the protection function of the actual OEL 
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and UEL functions implemented in industrial generators in transient stability studies is 

thoroughly explained.   

6.2.1 Overexcitation and underexcitation limiter for generators  

A generator excitation system energizes the magnetic field that keeps the generator in 

synchronism with the power system. Furthermore, the excitation system controls the 

amount of the reactive power that the generator can produce or absorb. Besides the manual 

control of excitation system, there are variety of automatic control functions that can be 

applied to excitation systems including automatic voltage regulation (AVR), constant 

power factor regulation, and constant reactive power regulation. All the automatic control 

modes are equipped with supplementary controls which ensure that the generator is always 

operating within its capability curve. These supplementary controls may even enhance the 

stability of a generator connected to a power system [95].  

One of the most used generator excitation control modes, especially for large grid-

connected generators, is the AVR mode. During small disturbances power or voltage 

oscillations are formed in the system, which are quickly damped. Turbine governor control 

or in some cases system load control maintain the frequency within acceptable limits. For 

major disturbances, however, the generator terminal voltage deviation is large enough to 

make the excitation system control to push the excitation system to work on full on (ceiling) 

or full off mode. In this condition, the supplementary control systems of the generator play 

a significant role in defining the behavior of the generator. For instance, during major 

disturbances caused by short circuits, the terminal voltages of generators dip. To 

compensate for this voltage dip, the excitation system controller increases the output 
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voltage to ceiling which leads to an increase in the generator field current. The 

supplementary control may operate to limit the field current to avoid overheating in the 

field winding. The supplementary control used in this case is usually OEL [95].  

The OEL prevents the AVR from producing prolonged excessive field current that 

harms the generator due to overheating. The generator field winding is designed to 

continuously operate with the field current corresponding to the nominal load of the 

generator. Generator field winding can also withstand overload conditions for a limited 

amount of time (depending on the amount of overload). According to ANSI standard 

C50.13-1977, the permissible thermal overload of a round rotor generator can be 

represented by Figure 6.6. In this figure, curve A shows the field thermal capability and 

curve B shows the OEL curve [98].  

Typically, the OEL function monitors the field winding current and if this current 

exceeds a preset pickup current for a specific time delay, the OEL acts through the AC 

regulator to ramp down the excitation to a preset value (which is typically considered 100% 

to 110% of the rated field current). If this regulating action fails to reduce the field current 

to an acceptable range, the OEL trips the AC regulator, transfers control to the DC 

regulator, and change the setpoint to a value corresponding to the rated value. If this action 

of OEL also fails to reduce the field current to an acceptable range, the limiter sends 

tripping signal to the exciter field breaker to trip the excitation system, and it also sends a 

tripping signal to the generator circuit breaker to trip the generator [98].  
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Figure 6.6 Coordination of OEL with field thermal capability 

Two types of time delays are used for OEL [98]:  

(a) Fixed-time time delay: OEL operates when the field current exceeds the pickup 

value for a fixed set time. In this case, the time delay is not proportional to the 

magnitude of the field current.  

(b) Inverse-time time delay: OEL operates if the field current exceeds the pickup value 

for an amount of time that is proportional to the magnitude of the field current, and 

it matches the generator field thermal capability.  

Note that, the generators with a very high exciter ceiling voltage may also be equipped 

with an instantaneous OEL, which acts instantaneously (without any time delay) through 

the AC regulator if the field current exceeds the pickup value and limit the field current to 

the field winding short time limit (which is typically considered 160% of the rated field 

current) [98].  
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OELs are also categorized in terms of their implementation into two categories [99]: 

a) Summed type OEL: In this type, the OEL output signal is added to other signals at 

the summing junction of the AVR of the generator.  

b) Takeover type OEL: In this type, which is also referred to as “hard” or 

“auctioneering” type, the OEL output signal bypasses the AVR of the generator and 

is directly fed into a low-value gate. The low-value gate gives the excitation control 

to the lower of the voltage regulator and OEL signal. When the OEL operates and 

sends its output signal to the low-value gate, the gate gives full control of the 

excitation system to the OEL until the limiter signal is below the pickup value [95]. 

Both types of these implementations are illustrated in Figure 6.7. This figure shows the 

block diagram of the “esdc4b” excitation system model in the PSLF model library [46] 

which represents IEEE (1992/2005) DC4B excitation system model. 

As described in Section 6.1.4, during major disturbances in the system, it is also 

possible that there exists a surplus of produced reactive power in the system, which leads 

to prolonged overvoltage condition. In this case, if control actions such as switching 

reactive power sources, such as capacitor banks, fail to re-establish the balance between 

the produced and consumed reactive power, the excitation system controllers of the 

generators may reduce the excitation level and operate the generators in an underexcited 

condition to absorb the surplus power. However, as mentioned, there are limitations, 

including stator end region heating limit and steady-state stability limit, that restrict the 

capability of a generator to operate in an underexcited condition. In this condition, the 

supplementary control of UEL—also called minimum excitation limiter (MEL)—ensures 
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that the excitation system control does not reduce the field current to a level where the 

steady-state stability limit or stator end region heating limit are violated, or loss-of-field 

protection trips the generator [95]. 

The UEL of a generator takes a combination of the voltage and current or active and 

reactive power of the generator as its control signal. The UEL compare this control signal 

with a reference value and if it exceeds the value, the UEL imposes its limiting actions 

[95].  

Similar to OELs, UELs are also categorized in terms of their implementation into two 

categories [99]: 

a) Summed type UEL: In this type, the UEL output signal is added to other signals at 

the summing junction of the AVR of the generator (impact on the voltage error 

signal of the AVR) 

b) Takeover type UEL: In this type, the UEL output signal bypasses the AVR of the 

generator and is directly fed into a high-value gate. The high-value gate gives the 

excitation control to the larger of the voltage regulator and UEL signal. When the 

UEL pickup value is reached, the high-value gate gives full control of the excitation 

system to the UEL until the limiter signal is below the pickup value [95]. 

Both types of these implementations are illustrated in Figure 6.7.  

UEL Settings should be based on the needed protection including SSSL and stator end 

region heating limit (whichever is more restrictive). Furthermore, the limiter should be 

coordinated with the loss-of-field relay of the generator, so that the UEL operates before 
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the pickup value of LOF relay is reached. Figure 6.8 illustrates the UEL characteristic and 

its coordination with the calculated SSSL and LOF relay characteristics on the P-Q plane.
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Figure 6.7 The block diagram of the esdc4b excitation system model [46] 
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Similarly, if the stator end region heating limit is more restrictive than the SSSL, the 

UEL can be used to protect against stator end region heating. In this case, the SSSL curve 

in Figure 6.8 is replaced by the stator end region heating limit curve [98]. 

 

Figure 6.8 Coordination between UEL, LOF relay, and SSSL 

6.2.2 The framework for modeling overexcitation limiters of generators 

According to the industrial generator protective relay data, all the generators in the area 

under study are equipped with overexcitation limiters. 4 different type of relay settings are 

provided for these generators:  

1. Some generators are equipped with the OELs that include two definite-time pickup 

levels, namely, high current level and medium current level. They also include a 

low current level for which the generator can operate continuously.  
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2. Some other generators are equipped with the OELs that only include one stage of 

hard limit operation. When the field current exceeds the pickup settings of these 

OELs, the OEL instantaneously imposes a hard limit on generator field current. 

3. Some of the units are equipped with the OELs that only include an inverse-time 

OEL characteristic (similar to Figure 6.6.) 

4. Some of the units are equipped with an inverse-time OEL characteristic along with 

a definite-time high field current limiter which acts when the field current exceeds 

approximately 140% of the field current full load (AFFL).  

Two models of “oel1” and “gp3” in the PSLF model library [46] is used to model the 

OELs of the generators. The oel1 is an OEL model for synchronous machine excitation 

systems. This model can provide instantaneous hard overexcitation limit and definite-

time/inverse-time overexcitation characteristic. Therefore, it is a proper model to be used 

as the primary OEL function of the generators. The gp3 is a generic generator protection 

system in PSLF library that can provide different protection functions (including one level 

of definite-time overexcitation protection) for generators. Therefore, it is used as the 

secondary (backup) OEL protection to provide some OEL characteristics that cannot be 

implemented by the oel1 model, alone. More explanations on the oel1 and gp3 models can 

be found in Appendix C and D, respectively.   

Note that to protect the proprietary data, random numbers are used to represent the 

assets of the system, such as buses and generators. Also, the actual settings of the protective 

relays of the generators are not provided for the same reason. 
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The procedure for properly modeling the OEL of the generators with any of the 

mentioned four types of settings using the oel1 and gp3 models are as follows.  

1. Modeling the OEL of the generators with settings of type 1: 

The OEL function of the generators with OEL settings of type 1 (two definite-time 

operation stages) are modeled with one oel1 model and one gp3 model. The oel1 model 

can only provide one level of definite-time operation for its related generator, and only one 

oel1 model can be included for a single generator in the dynamic file of the system used 

for performing transient stability studies. Therefore, both the definite-time stages of these 

OELs cannot be modeled with the oel1 model.  

The medium current levels of these OELs (which have lower pickup current values and 

are more likely to operate) are modeled with the oel1 models. In this regard, the time-

dependent element of the oel1 model is used. The values of Ifdset and Tpickup parameters 

of the oel1 are set as the medium current level of the OEL and its time delay, respectively. 

The Ifcont (which represent the maximum generator field current) parameter of the oel1 

model is set to be equal to the low current level of these OELs. Note that, the Tpickup 

parameter should be provided in negative value, since, according to PSLF user manual 

[46], negative value of Tpickup indicates the definite-time characteristic of the OEL.  

To model the high current levels of the OELs (which have higher pickup current values 

and are less likely to operate) the gp3 model is used in the alarm only mode. The 

overexcitation element of the gp3 model does not provide an OEL function; rather, it 

provides overexcitation tripping function. Therefore, to avoid undue tripping of the 

generators, these models are only used in the monitor only mode. In any study, if 
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overexcitation trip alarm is observed for any generator, the high current level of that 

generator is modeled with the oel1 model, and the simulation is performed, again (with 

disabling the oel1 model related to the medium current level).  

2. Modeling the OEL of the generators with settings of type 2: 

The OEL functions of the generators with OEL settings of type 2 (only one stage of 

hard limit operation) are modeled with an oel1 model. The instantaneous acting hard limiter 

of the oel1 model is used to represent the instantaneous hard limits of the OEL functions 

of these generators.  The values of Ifdmax parameters of the oel1 is set as the pickup value 

for the instantaneous hard limit of the OEL. 

3. Modeling the OEL of the generators with settings of type 3: 

The OEL functions of the generators with OEL settings of type 3 (an inverse-time 

characteristic) are modeled with the oel1 model. The time-dependent element of the oel1 

model is used to represent the inverse-time characteristics of the OEL functions of these 

generators.  The value of Ifdset parameters of the oel1 model is set as the pickup current of 

the OEL. If the pickup current is not provided, it is assumed to be 110% of the AFFL of 

the related generator. In the case of representing an inverse-time characteristic, the time 

delay parameter of the oel1 model, i.e., Tpickup, should be positive and it should be equal 

to the time delay for the operation of the OEL for the field current that exceeds Ifdset by 1 

p.u. Therefore, the related time delay for the field current of  !"#$%&	(). +. ) + 1 should be 

obtained from the inverse-time OEL curve of the generator and used as Tpickup. The Ifcont 

parameter of the oel1 (which represent the maximum generator field current) is set as the 

AFFL of each generator.   
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4. Modeling the OEL of the generators with settings of type 4:  

The OEL functions of the generators with the OEL settings of type 4 (a definite-time 

and an inverse-time characteristic) are modeled with one oel1 model and one gp3 model. 

The reason is that the time-dependent element of the oel1 model can provide either a 

definite-time or inverse-time characteristic (but not both). Therefore, one oel1 model, 

alone, cannot completely represent the OEL functions of these generators. The oel1 model 

is used to represent the inverse-time characteristics of the OEL function of these generators. 

The pickup field current for the inverse-time characteristic of these OELs is 110% of the 

AFFL. Therefore, the Ifdset parameter of the oel1 is set to 110% of the AFFL. Similar to 

type 3, the Tpickup is set to the time delay for the field current that exceeds the AFFL by 

1 p.u. 

 The definite-time characteristic of the OELs of these generators are modeled with the 

gp3 model in alarm only mode. The pickup current for the definite-time characteristic of 

these OELs is 140% of the related AFFL. Therefore, the pickup field current of the gp3 

model is set to 140% of the AFFL. The related time delays for the definite-time 

characteristics of these OELs are used as the time delay of the overexcitation protection 

element of the gp3 model. Note that, in any study, if overexcitation trip alarm is observed 

for any of these generators, the definite-time characteristic of that generator is modeled 

with the oel1 model, and the simulation is performed, again (with disabling the oel1 model 

related to the inverse-time characteristic). 

Note that, according to the PSLF user manual [46], the pickup current and the 

maximum continuous field current settings of the oel1 (Ifdset, Ifdmax, and Ifdcont) should 
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be provided in per unit based on the AFAG of the generator. The pickup and the maximum 

continuous field current in the setting data file are in Amps. Therefore, to properly convert 

these settings to per unit values, first, the AFAG of each generator should be obtained from 

its open circuit saturation curve. An example of a generator saturation curve and the related 

AFAG value is illustrated in Figure 6.9. After obtaining the AFAG of each generator, the 

pickup current (or the maximum continuous field current) can be converted to per unit 

using (6.10). Note that, if the pickup current is provided in the setting data file in per unit 

values but with a different per unit base than AFAG, it can be converted to per unit based 

on AFAG using (6.11).  

 
Figure 6.9 An open circuit saturation curve of a generator 
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One of the parameters that has a big impact on the performance of the oel1 model is 

the parameter used for adjusting voltage regulator reference, defined as Runback 

parameter. Different values of the Runback parameter define the various actions of the oel1 

model when the time-dependent element operates: 

1. For positive values of Runback, the voltage regulator reference at the summing 

junction point shown in Figure 6.7 is biased by the output of the oel1. The output 

of oel1 is not constant in this case; rather, it is ramped in the negative direction at 

the rate of 
2

3%45)#$
 per unit per second as long as field current/voltage remains 

above the Ifcont parameter. When the field current falls below Ifcont, the ramping 

of the output signal is stopped, and the value of the voltage regulator reference 

remains fixed at the biased value. This action of oel1 is illustrated in Figure 6.10.  

2. For negative values of Runback, the output signal of the oel1 is a constant value 

and is equal to Runback per unit. The value of voltage regulator reference remains 

fixed at this biased value. This action of oel1 is also shown in Figure 6.10.  

3. For 0+12345 = 0, the excitation system is forced to apply an immediate 

mandatory limit of Ifcont to the excitation system output voltage. This limit is 

permanent. 

In this regard, if the setting data that shows how the output of the OEL function of each 

generator is added at the summing junction of AVR is provided, it can be used to tune the 
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Runback parameter. However, no such data was provided during this project. Therefore, 

we tried to tune the Runback parameter of the oel1 model of each generator to achieve a 

desirable performance. In this regard, positive values of Runback parameter are selected 

since for positive values the magnitude of the oel1 output signal increase gradually and 

there is no sudden change in its magnitude, which gives smoother limiting actions (no 

sudden change in field current).  

 

Figure 6.10 A sample field current and the oel1 output signals for different values of 

Runback 
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To obtain a proper value for Runback (which defines the slope of the oel1 output signal) 

a small test system is created. One of the generators of the small test system is replaced by 

each of the generators in the area under study (including any other associated models such 

as governor model, PSS model, and etc.). Then, an oel1 model is included for the generator. 

Next, multiple transient stability studies of a fault that causes over-excitation condition in 

the generator (and the consequent oel1 operation of the generator) is performed by 

considering different Runback values of the oel1. The field current of the generator is 

monitored in these studies to find the Runback value that yields the best performance. Note 

that this procedure is performed for each generator, separately. The results shows that the 

Runback of 100 yields a good performance for all the generators. Therefore, this value is 

used for the Runback settings of all the oel1 models.  

6.2.3 The framework for modeling underexcitation limiters of generators 

The UEL curve of the generators in the area under study are provided in the setting data 

file as piecewise linear curves in the P-Q plane. The lines in the curve connect a number of 

sampled points in the P-Q plane. Figure 6.11 shows a sample of these UEL curves. Note 

that the numbers on the P and Q axes are removed to keep the proprietary data.  

For modeling the UEL function of the generators, the uel2c model is used in this 

project. The uel2c can provide a piece-wise linear UEL curve in the P-Q plane using up to 

10 sample (p, q) points that are provided to this model as inputs. The UEL characteristic 

of the uel2c model is also illustrated in Figure 6.12. As seen in Figure 6.12, the UEL 

characteristic of the uel2c is similar to that of the industrial generators. Therefore, this 
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model can be used to represent the UEL functions of these generators. More details about 

the uel2c model can be found in Appendix E.  

 

Figure 6.11 A sample of UEL characteristic of a generator  

 

Figure 6.12 The UEL characteristic of the uel2c model 
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As seen in Figure 6.12, between two adjacent (p, q) points, the UEL characteristic of 

the uel2c is a straight line connecting the two points. Beyond each endpoint, the UEL 

characteristic is a straight line that is the continuation of the last segment of the line. To 

prevent uel2c from extending the last line segment of the UEL characteristic to overreach 

the first quadrant (positive reactive power) of the P-Q plane, the following procedure is 

taken to shape the last line segment of the UEL characteristics to fall on the P axis (Q = 0):  

Assume that n samples of (p, q) points are provided in the setting data file, these n 

samples are fed into the uel2c to comprise the UEL characteristic of the uel2c. If the last 

sample, i.e., ()4, 84), has a zero reactive power (84 = 0), the next (p, q) point of uel2c, 

i.e., ()462, 8462), should be used to make the last line segment to fall on the P axis. Any 

point that satisfies )462 > )4  and 8462 = 0 conditions can be used for this purpose. 

However, if the last sample, i.e., ()4, 84), has a non-zero reactive power (84 < 0), the next 

(p, q) point of the uel2c, i.e., ()462, 8462), should be used to find the intersection of the 

last line segment, i.e., the line between points ()472, 8472) and ()4, 84), with the P. The 

next (p, q) point, i.e., ()468, 8468),  should also be used to make the last line segment fall 

on the P axis. Any point that satisfies )468 > )462  and 8468 = 0 conditions can be used 

for this purpose. 

If the number of sample points provided in the setting data file is more than the number 

of available (p, q) points of the uel2c model, some of the sample points in the data file 

should be removed. When removing extra sample points, the object is to select the points 

in a way that deleting these points results in the minimum change in the shape of the UEL 

characteristic. The approach for finding the most proper points to remove is as follows:  



 

190 
   

As seen in Figure 6.13, it is assumed that the point (p, q) between the two points of  

()2, 82) and ()8, 88) is selected for removing. If this point is removed, and only ()2, 82) 

and ()8, 88) are fed into the uel2c as inputs, the resulting UEL characteristic will be a 

straight line between ()2, 82) and ()8, 88). This straight line passes from the point (), 8∗) 

(which has the same p as the removed point but a different q). where, 8∗ is calculated using 

(6.12). Thus, the error of removing (p, q) and approximating it with (), 8∗) (this 

approximation is done internally in the uel2c mode) can be calculated using (6.13).  

8∗ = 	82 + (
:.7:/
!.7!/

)() − )2) (6.12) 

<==>= = |8∗ − 8| (6.13) 

Therefore, if m points need to be removed, the error of removing any sample point is 

calculated using (6.12) and (6.13), and the m point with the least error are selected for 

removing.  

 
Figure 6.13 Selecting proper (p, q) samples to remove from the UEL curve 
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Note that, the sample points in the data file are provided in MW and MVAr. However, 

the uel2c model takes its input (p, q) points in per unit based on the machine nominal MVA. 

Therefore, the (p, q) samples should be converted to per unit based on the machine nominal 

MVA using (6.14) and (6.15). Note that, if these sample points are provided in per unit 

based on the system MVA, they can be converted to per unit based on the machine MVA 

using (6.16) and (6.17). 

)(). +. ) = !(;<)

=0+1-)
 (6.14) 

8(). +. ) = :(;>-?)

=0+1-)
 (6.15) 

)(). +. ) = !'()(!.%.)×=,2,1-3
=0+1-)

 (6.16) 

8(). +. ) = :'()(!.%.)×=,2,1-3
=0+1-)

 (6.17) 

Where @?)@AB and @+C+@A* are the rated 3-phase MVA of the machine and the system, 

respectively; )DEB(). +. ) and 8DEB(). +. ) are the p and q in the sample point (p, q) that are 

provided in per unit based on the system MVA. 

The block diagram of the uel2c model is provided in Figure E. 2. As seen in this figure, 

many parameters (including different gains, coefficients, and time constants) can affect the 

performance of the uel2c model. Using the default value for these parameters yield a 

simplified block diagram of Figure 6.14. This block diagram can properly represent the 

UEL functions of the generators. Therefore, the default values for the parameters are used 

for modeling the uel2c.  
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Figure 6.14 The simplified uel2c block diagram with using the default parameters [46] 

6.3 Modeling generator loss-of-field protection 

A brief introduction of LOF protection in generators along with its applications, as well 

as the PSLF dynamic models used to represent LOF relays in transient stability studies are 

provided in this section. Also, the procedure for precisely representing the actual LOF 

functions of the relays installed on the generators in transient stability studies is explained. 

6.3.1 Loss-of-field protection for generators 

LOF condition occurs when the DC source of the generator field winding is interrupted. 

The reasons for LOF condition include short circuit or open circuit conditions in the field 

circuit, accidental tripping of the field circuit breaker, voltage regulator system failure, as 

well as the loss of the main supply of the excitation system [93].  

When the LOF condition occurs in generators, the rotor field gradually extinguishes. 

This leads to extinguishing of the magnetic coupling between rotor and stator magnetic 

field and consequently the machine loses its synchronism. In this condition the generator 

operates as an induction generator. To be able to produce the active power demanded by 

the system in the new condition, the generator (that is now operating as an induction 
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generator) should increase its rotor speed. Operating as an induction generator, the 

generator draws a significant amount of reactive power form the system, which causes high 

stator current (around two to four times of the rated current) and a decrease in the voltage. 

Also, slip-frequency eddy currents start to form in the rotor (which have a magnitude that 

is proportional to the generated rated power). These eddy currents cause overheating in the 

rotor. Furthermore, operating as an induction generator expose the generator to large 

pulsating torques and mechanical damages. The worst case (which causes more serious 

consequences) of LOF condition is when the generator loses excitation at full load (where 

slip may reach to range of 2% to 5%). Therefore, as described, operating in LOF condition 

can harm both the generator and the power system and proper protection should be in place 

to detect this condition and trip the generator to avoid such harms to generator and the 

power system [91] and [93].  

There are no general guidelines indicating the maximum time that a generator can 

operate without field. It depends on the design of the generator and should be indicated by 

the manufacturer. As explained, power system also limits the permissible time a generator 

can operate without field. The high amount of reactive power drawn by the generator when 

operating without field may cause a voltage collapse in the system, especially if this occurs 

in a large generator connected to a weak system. Another possibility, as mentioned in 

Section 6.1.4, is the loss of steady-state stability of the system. When these problems occur, 

the system might lose voltage/steady-state stability in a few seconds. In this regard, voltage 

sag in the terminals of generators during LOF condition is a good indicator that the power 

system is not able to withstand the LOF condition [91].  
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The LOF protection of the generators should provide an early warning of LOF 

condition in generators to the operators before tripping the generator. This allows the 

operator to restore the field in the case of an accidental LOF condition due to tripping of 

the field circuit breaker. However, if no action is taken to restore the field or restoring the 

field is not possible, after the preset time delay passed, the LOF relay should trip the main 

generator breaker and the field breaker (to minimize the damage to the generator and 

probably the power system) and transfer unit auxiliaries [91].  

The primary type of protection devices used against the LOF condition included 

undercurrent and undervoltage relays. These relays used field current and voltage, 

respectively, to detect LOF conditions. However, they were unable to detect all types of 

the LOF conditions. For instance, the undervoltage relays were unable to detect the LOF 

condition as a result of open circuit condition in the field. Furthermore, none of these relays 

were able to correctly distinguish LOF condition form system disturbances such as stable 

power swings or OOS conditions [93].  

Nowadays, the mostly used scheme for LOF protection is impedance-based relays with 

negative offset R-X scheme, shown in Figure 6.15. The curves associated with SSSL, UEL, 

and generator capability curve (GCC) are also illustrated in this figure. Note that, in Figure 

6.15, AB and ABF  are the synchronous and transient reactance of the generator. An LOF 

condition is detected when the impedance trajectory enters any of the protection zones 

shown in Figure 6.15 and remains inside the zone for a preset period. Although this scheme 

is the most used scheme for LOF protection, it is vulnerable to misoperation due to stable 
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power swings and OOS conditions. In this regard, 13 misoperations of LOF relays reported 

during the North American blackout in 2003 [93], [100]-[101].  

 

Figure 6.15 The negative offset impedance-based relay for LOF protection 

Other types of LOF protection schemes are also utilized by the industry. One of these 

schemes is positive offset R-X scheme equipped with a directional element, which is shown 

in Figure 6.16 [102]. Note that in Figure 6.16, A+ is the system reactance. This scheme is 

faster than the negative offset scheme, and the directional element can improve its security 

against external short circuit faults [103]. This scheme, however, is also prone to 

misoperation. Moreover, both the negative and positive offset schemes need to be 

coordinated with generator capability curve, UEL curve, and SSSL in R-X plane, which 

can be challenging.  
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Figure 6.16 The positive offset impedance-based relay with directional element for LOF 

protection 

Another scheme used by industry is admittance-based (G-B based) relay, which is 

depicted in Figure 6.17 [104]. The mentioned coordination challenges can be solved by 

using the admittance-based relays, if the UEL characteristic is available [105].  

The time delays of zone 1 and 2 in each of the mentioned LOF schemes can be 

traditionally selected as 0.1 s and 0.5 s, respectively. However, different analysis, including 

analyzing the LOF relay performance in the presence of power swings, should be 

performed for more elaborate settings of the time delays [93].  
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Figure 6.17 The admittance-based relay for LOF protection 

6.3.2 The framework for modeling loss-of-field relays of generators 

According to the generator protective relay setting data of the area under study, all the 

generators in the area are equipped with LOF relays with the negative offset impedance-

based characteristic (the mostly used LOF characteristic in the industry). Therefore, these 

relays include two operation zones with negative offsets in the R-X plane and the 

corresponding time delays. 

The “gp3” model in the PSLF model library [46] is used to model LOF protection 

function of the generators in transient stability studies. As described before, the gp3 is a 

generic generator protection system in PSLF library that can provide different protection 

functions for generators. In terms of LOF protection, the gp3 model is equipped with an 

impedance-based LOF protection element with two protection zones (with offset). 

Therefore, the gp3 is a proper model to be used to model the LOF protection functions of 
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the industrial generators. The zone 1 and 2 reaches of the LOF relays used in the generators 

in the area under study are provided in ohms in the data file, whereas these settings of the 

gp3 model should be provided in per unit based on the per unit base impedance calculated 

using (6.18). Also, note that, the current and voltage used by the relay is provided from 

CTs and VTs and the impedance settings of the relay is based on these converted currents 

and voltages, whereas the gp3 observes the real impedance (without the effects of CTs and 

VTs). Therefore, proper VT ratio to CT ratio coefficient should be applied when calculating 

the p.u. values for the zone reach and zone offset. Equations (6.18) – (6.20) are used to 

convert the zone reach and zone offset parameters of the LOF relays to proper per unit 

values.  

B5)+A 	(>ℎD$) = 	 >44
.

=0+1-)
 (6.18) 

BGD4A(). +. ) = 	 H5'6-	(DJ*+)
H*+,-(DJ*+)

× >K0+1"'
LK0+1"'

 (6.19) 

BD''+A@(). +. ) = 	 H'77,-1	
(DJ*+)

H*+,-(DJ*+)
× >K0+1"'

LK0+1"'
 (6.20) 

Note that in these equations, FMM is the rated line-to-line terminal voltage of the 

generator. @?)@AB is the generator rated 3-phase MVA. BGD4A and BD''+A@ are the zone (1 or 

2) reach and zone offset of the LOF relay. Therefore, using (6.18) – (6.20) the proper 

settings of the LOF function of the gp3 model are calculated.  

6.4 Modeling generator undervoltage and overvoltage protection 

 This section provides a brief introduction of undervoltage (UV) and overvoltage (OV) 

protective relays of generators and their applications, as well as the PSLF model used to 

represent these relays in the dynamic file of the system. The section also provides the 
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procedure for precisely representing the protection functionality of the actual UV and OV 

relays of the industrial generators in the area under study along with their precise setting in 

transient stability studies.   

6.4.1 Undervoltage and overvoltage protection for generators  

Voltage regulators are responsible for maintaining the terminal voltage of a generator 

within its rated operating voltage range by controlling the generator excitation level. 

Abnormal terminal voltages, i.e., voltages outside the rated operating voltage range, can 

cause damage to the generator or create an undesirable condition in the power system to 

which the generator is connected to [95].  

Abnormal high voltage could cause a high stress on the dielectric of the generator or 

the insulation system of its step-up transformer, which can even lead to insulation failure. 

One type of overvoltage in generators is caused by transient surges due to lightning or 

switching actions. Surge protective devices are designed to protect power system assets 

from these transient surges. The other type of overvoltage in generators can occur when 

there is a disturbance in the system causing overvoltage condition in the generator, while 

the generator controls are defective or do not have adequate transient response [95] and 

[21]. For example, if the voltage control is performed manually, a sudden change in the 

load of the system can cause overvoltage condition on the remotely located generators. 

This is particularly true for remote large hydro units, as it might not be possible for their 

governor to close the wicket gates of these units fast enough to prevent overspeed condition 

in these units which is associated with overvoltage. This type of overvoltage is less likely 

to occur in a steam unit, as they have a tighter control against overspeed. In this regard, 
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steam turbines are not always equipped with overvoltage protection. However, overvoltage 

protection is often required for hydro units or combustion turbine units [21]. Overvoltage 

relays should have a pickup of about 110% of rated voltage along with a time delay. They 

also can be equipped with an instantaneous element with a pickup voltage of 130%-150% 

of rated voltage [21]. 

Undervoltage conditions usually do not harm the generators. Nevertheless, operating 

at a low voltage for an extended time can create overheating condition in the auxiliary 

motors for turbine generator sets and cause damages to these motors. Therefore, sometimes 

these auxiliary motors are monitored by undervoltage relays that can trip the generator 

offline to protect the motors.  The undervoltage relays usually have a pickup of about 90% 

of rated voltage along with a time delay to avoid generator tripping during successful 

clearing of external faults [95]  

6.4.2 The framework for modeling overvoltage and undervoltage relays of generators 

According to the generator protective relay data, all the generators in the area under 

study are equipped with OV relays. Most of these relays include one pickup voltage along 

with the related time delay. Some of the generators, however, include two pickup voltages 

with different time delays. On the other hand, only some of the generators are equipped 

with UV relays and all of them have only one pickup voltage with a time delay.  

The “gp3” model in the PSLF model library [46] is used to model the OV and UV 

relays of the generators. In terms of the over and undervoltage protection, the gp3 model 

can provide one stage of OV and one stage of UV protection with related time delays. 

Therefore, this model can properly represent OV and UV relays of the industrial generators 
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in the area under study, as these generators mostly include one stage of OV and UV 

protection. For the units that include two stages of OV protection, a secondary gp3 model 

is used. For these units the higher pickup voltage is used as the settings of the first gp3 

model (primary protection) and the lower pickup voltage, which have a longer time delay, 

is used as the settings of the second gp3 model, which is in alarm only mode. For these 

units, in any study, if the second gp3 model issues a tripping alarm, the study is performed 

again with considering the secondary gp3 model as the primary gp3 and modifying its 

settings to trip the generator (rather than issuing alarms).  

Note that in the gp3 model, the pickup voltages of OV and UV protection functions 

should be provided in p.u. considering the nominal voltage of the generator as the per unit 

base. Therefore, if the actual settings of the OV and UV relays are provided in volts or in 

p.u. with another per unit base, they need to be converted to p.u. values based on the 

nominal voltage of the generator using (6.21) and (6.22). Note that the voltage fed to OV 

and UV relays are provided from VTs. Therefore, if the pickup voltages provided in the 

setting files are the voltages (in volts) observed at the secondary side of the VTs (relay 

side), the VT ratio should be multiplied to the pickup voltage. 

F!"#$%!(). +. ) =
>!"#$%!(N)
>0+1-)

 (6.21) 

F!"#$%!(). +. ) =
>!"#$%!,'()(!.%.)×>*+,-,'()

>0+1-)
 (6.22) 

In (6.21) and (6.22), F!"#$%!(). +. ) is the pickup voltage in p.u. based on the nominal 

voltage of the generator.  F!"#$%!,DEB(). +. ) is the pickup voltage in p.u. based on any 

different base voltage (F5)+A,DEB) that is used to calculate the per unit values for OV relay 

pickup voltage in the setting file. Finally, F?)@AB is the nominal voltage of the generator.  
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Note that there are other generator OV and UV protection relays in the PSLF library, 

such as lhvrt, that can provide multiple stages of OV and UV protection for generators. 

However, as mentioned, the gp3 model is a generic generator protection system which can 

provide several generator protection functions. Therefore, this model is used in this work 

to provide multiple protection functions for the generators. In this regard, considering that 

most of the generators only include one stage of OV and UV protection, to avoid including 

many different types of relay models for each generator, the gp3 model is used in this work 

to provide generator OV and UV protection.  

6.5 Modeling generator underfrequency and overfrequency protection 

An introduction of underfrequency (UF) and overfrequency (OF) relays of generators 

and their applications, as well as the PSLF model used to represent these relays in the 

dynamic file of the system are provided in this section. Also, the procedure for precisely 

representing the protection function of the actual UF and OF relays of industrial generators 

in transient stability studies is thoroughly explained.    

6.5.1 Underfrequency and overfrequency protection for generators  

When a generator is in a stable operating condition at normal frequency, the total 

mechanical power input from the prime mover is equal to the total electrical power output 

of the generator (ignoring losses). Any significant change in the mechanical power input 

(such as prime mover failure) or in the electrical power output (such as sudden change in 

the load of the system) can disturb this balance and cause a change in frequency [95] and 

[98]. 
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Operation of generators at low frequencies can decrease ventilation capability of the 

generator and lead to overheating condition. However, generally, turbines are more 

sensitive than generators and transformers to working at abnormal frequency. Specifically, 

the main concern for operating at abnormal frequencies is turbine blade fatigue, which can 

occur in steam turbines and combustion turbines over 200 MW [95]. The fatigue stress on 

turbine blades depends on their resonance frequencies, which itself is a function of the 

design and the length of the blades. There are multiple stages of different steam pressure 

in steam turbines. Each of these stages are composed of blades of different lengths. 

Therefore, there are multiple resonance frequencies in steam turbines. On the other hand, 

combustion turbines under 200 MW usually have limited number of blade sizes. Therefore, 

compared to steam turbines, combustion turbines have fewer resonance frequencies. Blade 

fatigue is cumulative and non-reversible. Furthermore, the capability of the auxiliary motor 

drives and shaft driven loads to operate in underfrequency condition is limited. If the 

frequency drops more than 2 Hz, power station auxiliary might trip out, leading to tripping 

of the entire unit. Generally, the boiler feed pumps, circulating water pumps, and 

condensate pumps are the auxiliary equipment that impose the tightest limits for 

underfrequency operation of steam generators. Therefore, proper protection should be in 

place to avoid generator operation at underfrequency condition.  

In a 60-Hz system, the operation frequency between 59.5 and 60.5 Hz is considered 

allowable operation frequency, for which the generator can operate for unlimited time. 

Operation of generators in frequencies outside this range are not recommended [95]. The 

turbine underfrequency protection scheme should be applied to all steam and combustion 
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turbines and monitor the amount of time the generator operates at abnormal frequencies. 

In most North American power systems, severe underfrequency events are rare. Therefore, 

UF relays are usually called upon to restrain from tripping during normal frequency 

operation condition.  

Overfrequency usually occurs when a sudden reduction in load or a large load rejection 

happens in the system and results in light-load or no-load operation of the generators. 

Usually, the governor runback or operator actions correct the turbine speed, and turbine 

OF relay is usually not required. Generator ventilation is improved during operating in 

overfrequency condition, and the flux density required to maintain a given terminal voltage 

is reduced. Therefore, if a generator operates within the allowable overfrequency limit of 

the turbine, it will not cause overheating in the generator while the generator operates 

within its rated apparent power and below 105% of its rated voltage [95].   

6.5.2 The framework for modeling overfrequency and underfrequency relays of 

generators 

According to the generator protective relay data, all the generators in the area under 

study are equipped with OF and UF relays. All the OF relays include one pickup frequency 

with a time delay. All the UF relays include at least one pickup frequency with a time delay, 

and most of them include at least 2 pickup frequencies with different time delays.  

The “lhfrt” model in the PSLF model library [46] is used to model the OF and UF relays 

of the generators. The lhfrt is a low/high frequency ride through generator protection model 

in the PSLF library that can provide up to 10 stages of overfrequency and underfrequency 

protection. Therefore, this model is a proper choice for representing the OF and UF relays 
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of the industrial generators in the area under study. Note that in the lhfrt model each pickup 

frequency should be provided as an amount of deviation (in Hz or p.u.) from the nominal 

frequency (defined by fref parameter). For instance, if the fref parameter is selected as 60 

Hz, and the first pickup frequency of the UF relay is 59.8 Hz, the parameter of the lhfrt 

model associated with the first pickup frequency (dftrp1) should be selected as -0.2. The 

lhfrt model monitors the deviation of the generator frequency from fref, using (6.23), and 

if it exceeds the first pickup frequency for a predefined amount of time, the relay trip the 

generator. Note that dftrp is the deviation of the generator frequency from the reference 

frequency (fref). More details about the lhfrt model are provided in Appendix F. 

  #"&=) = |G>1H&>=%#	"=%8+%14I	H1	). +. | × "=%" − "=%" (6.23) 

6.6 Modeling generator reverse power protection 

An introduction of reverse power relays (motoring protection) of generators as well as 

their principles and applications are provided in this section.  Furthermore, the PSLF model 

used to represent these relays in the dynamic file of the system along with the procedure 

for precisely representing the protection function of the actual reverse power relays of 

industrial generators in transient stability studies is elaborated upon.    

6.6.1 Reverse power protection for generators 

Reverse power flow to a generator (motoring operation) occurs when the prime mover 

fails while the generator is online and excited. In this condition, rather than providing 

mechanical power to the generator, the prime mover acts as a mechanical load, and the 

generator operates as synchronous motor driving the prime mover. Operating in the 

motoring mode does not harm the generator, itself. However, it might damage the prime 
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mover. Moreover, the mechanical load that the prime mover impose to the generator might 

be high and appears as an active power loss for the power system [91]. 

Table 6.1 gives the detail of the potential problems that motoring operation could cause 

to different types of prime movers along with the percentage of the rated power of the 

machine that is required for operation in the motoring mode. Note that in Table 6.1, 

“motoring power” indicates the minimum active power required by the generator to run the 

prime mover at the rated rpm. This data is usually provided by the manufacturer [94].  

As seen in Table 6.1, the reverse power can damage prime movers in different ways. 

Therefore, reverse power protection is necessary for all generators except hydro units 

designed to operate as synchronous condensers. The reverse power protection 

complements the built-in detection element of the generator control system. The most 

widely used reverse power protection relays includes a directional element to detect the 

reverse active power flow to the generator along with a related time-delay for the operation 

of the relay.  The pickup reverse power is usually set to 20% to 50% of the motoring power 

mentioned in Table 6.1. The time delay, which is typically in the range of tens of seconds, 

is to avoid misoperation of relays during power swings caused by system disturbances or 

during synchronizing the machine to the system. The time delay should be less than 

allowable turbine motoring time (provided by the manufacturer). After the time delay, the 

relay generally trips the main generator breaker(s), trips the main field breaker(s), transfers 

the auxiliaries, and sends a trip signal to the prime mover [91] and [94].  
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Table 6.1 Motoring reverse power requirements and possible damages of motoring 

operation for different types of prime movers [106] 

Prime mover 
Motoring power (% of the 

rated power) 
Possible damage 

Steam turbine 0.5 – 6 

Turbine blade damage, Explosion 
because of increased steam 

temperature, gearbox damage on 
geared sets 

Gas turbine 
10 – 15 for split shaft 

Gear box damage 
> 50 for single shaft 

Hydro 
0.2 – 2 for blades out of water 

Blades and runner cavitation 
> 2 for blades in water 

Diesel engine 5 – 25 
Fire or explosion due to unburnt 

fuel, mechanical damage to gearbox 
and shafts 

 

The mechanism of reverse power protection relays is based on the fact that during 

reverse power flow to the generator, as shown in Figure 6.18, 180° phase shift occurs in 

the stator current (typically referred to as maximum torque angle). Therefore, if a 

directional relay with the maximum torque angle of 180° is used, it can detect the reverse 

power condition as the current phasor would shift 180° and enter the trip region of the relay 

[94]. Considering that the reverse power drawn by a generator during motoring operation 

is quite a small portion of its rated power, the reversed stator current is quite small, as well 

(compared to the forward current of the stator). Therefore, the directional relay used for 

reverse power protection should have a high degree of sensitivity. The installation of a 

reverse power protection system is illustrated in Figure 6.19.  
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Figure 6.18 Phasor representation of generator voltage and current under reverse power 

flow 

 

 

Figure 6.19 Reverse power protection relay installation 

6.6.2 The framework for modeling reverse power protection relays of generators 

According to the generator protective relay data, all the generators in the area under 

study are equipped with one stage of reverse power protection with a related time delay. 

The “gp3” model in the PSLF model library [46] can provide one stage of reverse power 

protection with a user-defined time delay. Therefore, this model is selected to represent the 

reverse power relays of the industrial generators in the area under study.  
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Note that in the gp3 model, the pickup power for the reverse power protection should 

be provided in p.u. based on the rated MVA of the generator. Therefore, if the actual 

settings of the reverse power relays are provided in MW or in p.u. with another per unit 

base, they need to be converted to p.u. based on the rated MVA of the generator using 

(6.24) and (6.25). 

K?ANA?+A,!"#$%!(). +. ) =
Q0-8-0,-,!"#$%!(;<)

=0+1-)
 (6.24) 

K?ANA?+A,!"#$%!(). +. ) =
Q0-8-0,-,!"#$%!,'()(!.%.)×=*+,-,'()

=0+1-)
 (6.25) 

In (6.24) and (6.25), K?ANA?+A,!"#$%!(). +. ) is the pickup reverse power in p.u. based on 

the rated MVA of the generator.  K?ANA?+A,!"#$%!,DEB(). +. ) is the pickup reverse power in 

p.u. based on any different base MVA (@5)+A,DEB), such as system base MVA, that is used 

to calculate the per unit values of the pickup reverse power in the setting file. @?)@AB is the 

rated MVA of the generator. 

6.7 Modeling generator phase-fault backup protection 

In generators, phase faults can occur in the winding end turns, where all three phase 

windings are close together, or in slots if two coils are placed in one slot. Phase faults 

usually change to ground faults. However, they should be detected in either condition, and 

proper protection should be implemented against them [21].  

Three types of relays can provide backup protection for stator phase faults: voltage-

controlled time-overcurrent relays, voltage-restraint time-overcurrent relays, and phase 

distance relays that are installed on the lines out of the plant. Voltage-restraint and voltage-
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controlled time-overcurrent relays are generally used for small to medium sized generators, 

whereas phase distance protection is used for large generators [90].  

The three types of phase-fault backup protection of generators will be explained in this 

section. Also, the PSLF models used to represent these relays in transient stability studies 

along with the procedure for precisely representing these relays of the industrial generators 

is explained in detail.  

6.7.1 Voltage-controlled or voltage-restraint time-overcurrent backup protection for 

generators 

The voltage-controlled or voltage-restraint overcurrent relays are nondirectional relays 

that are used to provide phase-fault backup protection for small to medium sized 

generators. The operations of these relays are independent of the angle between the voltage 

and current of the generator. Therefore, they operate at all power factors. As shown in 

Figure 6.20, these relays are connected to CTs at the terminal of the related generator (or 

at the neutral end). The voltage is fed to these relays through the generator VTs. This 

voltage is used to avoid the relay operation unless there exist a fault that decreases the 

voltage [90]. 

Generators normally operate close to the knee of their saturation curve. The 

synchronous reactance in this condition, AB(+)@), is lower than the reactance of the machine 

for the faults that reduce the voltage of the generator, AB(%4+)@). Therefore, unless the 

voltage regulator increases the sustained reduced voltage (due to fault), the three-phase 

fault current is less than the maximum load current [90].  
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Figure 6.20 Overcurrent and differential protection relay installation 

The voltage-controlled type time-overcurrent relays prevent the relay from operation 

until the fault reduces the voltage to a specific threshold (usually around 80% of the 

nominal voltage). On the other hand, the voltage-restraint type time-overcurrent relay 

decreases the pickup current of the relay as the terminal voltage decreases. Both schemes 

enable overcurrent relays to operate at currents that are less than the maximum load at the 

normal voltage. Therefore, the relay can detect the sustained three-phase fault current 

below the full load of the generator. Generally, the voltage-restraint type is less prone to 

misoperation due to starting current of motors or system power swings. Nevertheless, the 

short-time voltage depression due to these events does not probably lead to the operations 

of these relays [90]. 

In terms of the settings of these types of relays, the pickup current for the voltage-

controlled type is usually set below generator nameplate current, whereas this pickup 

current is usually set above the generator nameplate for the voltage-restraint type relays. 

The reason for this setting of the pickup current is that as the voltage decreases, the voltage-

restraint relays decrease the pickup current proportionally to values below the generator 
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nameplate current. In the voltage-controlled type, the control voltage setting should be 

selected below the lowest credible voltage at which the power system might operate. 

Otherwise, if this voltage setting is selected too high, the relay might misoperate during 

wide-area disturbances [95].   

6.7.2 The framework for modeling voltage-restraint time-overcurrent backup 

protection for generators 

According to the protective relay data, only some of the generators in the area under 

study are equipped with voltage-restraint type overcurrent (OC) relays. All the units with 

this type of OC relays include one pickup current along with an inverse-time element, the 

shape of which is defined by the model of the industrial relay used to provide the 

overcurrent protection, a parameter defining the shape of the inverse-time function, and the 

time dial coefficient. These OC relays also include a reset time function, the coefficient of 

which is defined by the time-dial coefficient.   

The industrial models used to provide overcurrent protection include SEL-300G and 

GE-G60 models. Different inverse-time functions of the overcurrent protection of these 

relays—including U2, IEEE VI, and IEEE EI—are used with the related time-dial 

coefficients.  

The gp3 model in the PSLF library [46] is used to model the voltage-restraint inverse-

time OC relays of the industrial generators in the area under study. The gp3 can provide 

one stage of voltage-restraint inverse-time OC protection for the generators. The desired 

pickup current can be selected by setting the ioc parameter of the gp3 model. Three 
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parameters of koc, boc, poc, and troc define the inverse-time and reset-time functions of 

the OC relay of the gp3 model using (6.26) – (6.29).  
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The pickup current of the OC relay of the gp3 model should be provided in p.u. based 

on the rated current of the generator. Therefore, if the pickup currents of generator OC 

relays are provided in Amps or in p.u. based on any other base current, the pickup currents 

should be converted to p.u. based on the generator rated current using (6.30) – (6.32). Note 

that as shown in Figure 6.20, the current fed to the OC relay is provided from the CTs. 

Therefore, if the pickup current of OC relay provided in the setting file is the current at the 

secondary side of the CTs, the CT ratio should be taken into account when setting the 

pickup current of the gp3 model. 
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Where, !!"#$%!	 is the pickup current of the OC relay. !?)@AB is the rated terminal current 

of the generator.  @?)@AB is the 3-phase rated MVA of the machine, and FMM is the nominal 

line-to-line terminal voltage of the generator.  

To precisely match the inverse-time and reset-time functions of the OC relays with the 

inverse-time and reverse-time functions of the gp3 model, considering the industrial 

models of the OC relays used as well as the associated shape parameters and time-dial 

coefficients, the precise inverse-time and reset-time functions of the OC relays are obtained 

from the manual. Then, the koc, boc, poc, and troc parameters are tuned in a way that the 

resulting inverse-time and reset-time functions match the respected functions obtained 

from the manual. To further explain this process the following example is provided.  

Assume that the actual OC relay of a generator is the SEL-300G model with the shape 

parameter of U2 and time dial coefficient of 4. According to the manual of SEL-300G 

[107], these parameters result in a trip time of L@?"!(!@) = 4( U.VU

W
9:19

:!"#$%!
X

.
72

+ 0.18) and the 

reset time of L?A+@(!@) = 4( 7U.VU

W
9:19

:!"#$%!
X

.
72

). Comparing the obtained trip time and reset time 

with (6.26) and (6.27), the proper parameters that need to be included in the gp3 model to 

yield a similar inverse-time and reset-time functions are obtained as follows: 

 5>4 = 5.95	 × 4 = 23.8, )>4 = 2, 2>4 = 0.18	 × 4 = 0.72 

 &=>4 = 	−4	 × 5.95 = 	−23.8  
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6.7.3 Phase distance backup protection for generators 

As mentioned, for providing phase-fault backup protection for large generators, 

distance relays are utilized. The purpose of using distance relays is to protect the generator 

from supplying a sustained fault current to a fault on the power system. A common 

characteristic for this relay is a mho characteristic along with a related time delay. 

Generally, the faults in the transmission system should be cleared by system relays (such 

as the distance relays of the transmission lines). Therefore, the distance relay of the 

generator must be coordinated with the system protection to avoid operation before the 

system relay operation, and they should only operate if the system relay fails [96].  

The current and voltage used by the generator distance relay are provided from CTs 

and VTs. The directional sensing is determined by the location of the CTs. However, the 

distance is measured from the location of VTs. Therefore, if CTs of distance relays are 

installed on the generator lead, depending on the connections, backup could be provided 

only for the system (distance relay looking into the system) or for the generator (distance 

relay looking into the generator) and not both.  Unlike the case of protecting the system, in 

which a time delay is required for a proper coordination with the system relays, in the case 

of protecting the generator, no time delay is required.  

6.7.4 The framework for modeling phase distance backup protection for generators 

According to the protective relay data, most of the generators in the area under study 

are equipped with a phase distance backup protection relay with mho characteristic that 

has at least one protection zone. The mho characteristic of some of these relays include two 

protection zones. The settings provided include the reach of each zone (in ohms), the offset 
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impedance of each zone (in ohms), the impedance angle of each zone (in degrees), as well 

as the time delay associated with each zone.  

The “oosmho” model in the PSLF library [46] is used to model the phase distance 

backup relays of the industrial generators in the area under study. The oosmho is an out-

of-step mho relay with blinders. The mho characteristic of this relay only includes one 

protection zone. The relay is modeled on the branch that connect the generator to the power 

system—i.e., the step-up transformer of the generator—with its from bus being the 

generator terminal bus. For the generators that have the phase distance protections with 

two zones of protection, two oosmho is used, each of which representing one protection 

zone of the phase distance relay. More details about the oosmho model are provided in 

Appendix G. 

For all per unit impedances, the per unit base utilized by the oosmho relay is obtained 

using the system MVA base and the rated voltage at the from bus. Therefore, the provided 

settings (zone reach and zone offset) that are in ohms need to be converted to p.u. based on 

per unit base of oosmho. Note that, the current and voltage used by the relay is provided 

from CTs and VTs and the impedance settings of the relay is based on these converted 

current and voltages, whereas the oosmho observes the real impedance of the line (without 

the effects of CTs and VTs). Therefore, proper VT ratio to CT ratio coefficient should be 

applied when calculating the p.u. values for the zone reach and zone offset. Equations 

(6.33) – (6.35) are used to convert the zone reach and zone offset parameters of the phase 

distance relays to per unit.  

B5)+A 	(>ℎD$) = 	 >44
.

=,2,1
 (6.33) 
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B'D?Y)?B(). +. ) = 	 H7'0;+0)	
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Note that in these equations, B5)+A 	is the per unit base used by the oosmho relay. FMM is 

the rated line-to-line voltage at the from bus of the branch (generator terminal bus). @+C+@ 

is the rated 3-phase MVA of the system. B'D?Y)?B and BD''+A@ are the zone reach and zone 

offset of the relay. The parameter embedded in the oosmho for zone offset is rr, which 

represents the mho zone reverse reach in p.u. Positive values for rr represents behind the 

from bus (for providing reverse reach). Therefore, if the phase distance relay includes zone 

offset, the negative of the value calculated in (6.35) should be used for the rr parameter. 

Finally, to prevent blinders from interfering with oosmho relay operation (as there is no 

need for blinders in phase distance backup protection of generators) very high values are 

selected for the intercept of both blinders. Also, the intercept values for the blinders are 

selected very close to each other to minimize the chance of impedance trajectory falling 

between the two blinders. Moreover, the rotations of the blinders are set close to 90 degrees. 

In this case, the blinders are two close-to-vertical lines far from the origin of the R-X 

coordinate. Therefore, it is very unlikely that these blinders intersect with any probable 

impedance trajectory and cause any unwanted blinder interference.   

6.8 Modeling generator out-of-step protection 

An introduction of OOS condition in generators including how it occurs, what probable 

damages it can cause for generators, and how generators should be protected against it is 

provided in this section.  Furthermore, the PSLF model used to represent OOS relays in 
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transient stability studies along with the procedure for precisely representing the protection 

function of the OOS relays of industrial generators is elaborated upon.    

6.8.1 Out-of-step protection for generators 

During OOS condition, the impedance trajectory observed from the generator terminal 

(looking into the system) varies as a function of the system and generator voltages and the 

angular separation between them [95]. If the two-machine equivalent of the system, shown 

in Figure 6.21, is considered (where </  and <Z 	are constant magnitudes behind the 

transient impedances, B/	and BZ), the geometrical interpretation of the power equation for 

this two-machine system can be illustrated as Figure 6.22 [15]. Figure 6.22 shows an R-X 

diagram with the mho characteristic of the OOS relay installed on bus A. In this diagram, 

B/	extends from the origin to point G at the third quadrant, BM	extends from the origin to 

point B in the first quadrant, and BZ	extends from the tip of BM	(point B) to point H in the 

first quadrant. GH is the total impedance across the system. If </  and <Z are of equal 

magnitudes with δ degrees difference in phase angle (</  leads <Z by δ degrees), the 

apparent impedance during a power swing falls on a straight line that is perpendicular to 

and bisecting the total system impedance (the dashed line). During the swing, as </  further 

moves ahead of <Z in angles, the angle separation δ between </  and <Z increases. On the 

R-X diagram, this angle separation is illustrated by the angle formed by the intersection of 

lines PG and PH at P.  Point P is the apparent impedance observed at Bus A. When V =

	90°, the impedance is on the circle whose diameter is the total impedance of the system 

(line GH). This point is the point of maximum load transfer between G and H. When V 

reaches 120 degrees and above, it is unlikely that the system recovers from the swing. 
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When the impedance locus intersects the total system impedance (line GH), the phase angle 

separation is 180 degrees (V = 180°) and the systems are completely out of phase. This 

point which falls at the middle of the line GH (with the assumption that </  and <Z are of 

equal magnitudes) is called the electrical center. The voltage at this point is zero, which is 

equivalent to a three-phase fault at the electrical center. As the impedance locus moves to 

the left of line GH, V becomes bigger than 180° and finally the system will be in phase, 

again. If the system is not separated, the phase angle separation of </  and <Z increases and 

the cycle repeats itself, and when the impedance locus reaches its starting point, one slip 

cycle has been completed. Note that, in Figure 6.22, if |</| > |<Z|	, the electrical center 

of the system will be above the middle point of line GH, and if |</| < |<Z|, the electrical 

center of the system will be below the middle point of line GH [15] and [96].  

When a generator lose synchronism, large cyclic variations in currents and voltages 

occur in the generator. Moreover, the generator operates in off-nominal frequency. This 

condition exposes the generator to threats such as high winding stress, high rotor iron 

currents, pulsating torques, and mechanical resonances. Also, it increases the risk of losing 

the auxiliaries of the affected unit and even, those of the nearby stable units. Therefore, to 

protect the generator from these damages, an OOS relay should be used to trip the generator 

during OOS condition (preferably, at the first slip cycle) [95] and [98]. OOS protection is 

required for relatively large generators that can go unstable for credible system 

contingencies and the power swing enters the generator or transformer zone. This 

information and the proper settings of the OOS relays to be used are identified in planning 

studies [95]. 
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A simple mho relay at the high side terminals of the step-up transformer or loss-of-field 

relays can provide some level of OOS protection. However, it is desired that the generator 

only be tripped for unstable power swings that lead to OOS condition and unnecessary 

trippings for stable power swings are avoided. Moreover, it is desired that the tripping of  

 

 

Figure 6.21 Two-machine equivalent of a power system 

 

Figure 6.22 Geometrical interpretation of the power equation for the equivalent system 
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the generator be delayed until the phase separation decreases to a favorable value to 

minimize the stress on the breaker being tripped. To achieve these characteristics, a blinder 

characteristic supervised by a mho characteristic or a lens characteristic is usually used. 

The two basic scheme available for detecting out-of-step condition are as follows [98]:  

(A) Mho element scheme: 

The concept of this scheme is illustrated in Figure 6.23. In this scheme, an OOS relay 

is installed on the high voltage terminal of the step-up transformer (point H) and it monitors 

the apparent impedance seen at point H (looking into the network) and is set to reach into 

the local generator. The relay trips the generator if the impedance trajectory measured at 

point H enters the mho characteristic. The settings of the relay in term of the size of the 

mho circle should be tuned precisely to allow tripping for unstable power swings. As 

mentioned earlier, the maximum phase separation of the machine from the system, V, for 

which the machine can maintain its synchronism with the system is 120°. Therefore, the 

size of the circle is set in a way that the angle V# at the point where swing impedance enters 

the mho circle be about 120°. If the size of the mho circle is selected too large, the relay 

may trip the generator even for stable swings. On the other hand, if a too small value 

selected for the mho circle, the relay may fail to trip for stable swings. Also, in this 

condition the tripping may occur when V is close to 180°, which impose a high stress on 

the circuit breaker [98].  
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(a) System schematic 

 

(b) System equivalent circuit 

 

(c) Relay mho characteristics and swing locus (seen from point H) 

Figure 6.23 Generator OOS protection using a mho element scheme 
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(B) Blinder scheme: 

As shown in Figure 6.24, This scheme includes two impedance elements, namely, 

blinders, and a supervisory relay with an offset mho characteristic. Multiple ways of 

applying blinders are proposed so far. In one of these schemes, the generator is tripped if 

the impedance trajectory enters the mho circle and crosses both blinders, and the time that 

it takes for the swing to cross the blinder exceeds a particular value. This scheme offers 

advantages such as higher sensitivity, easier setting for preferred trip angle to avoid 

excessive stress on the breaker, and easier coordination with transmission line protection 

[98]. 

 

 

Figure 6.24 Generator OOS protection using a blinder scheme 
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6.8.2 The framework for modeling out-of-step protection for generators 

According to the protective relay data, only one unit in the area under study(including 

multiple generators) is equipped with OOS protection relay with blinder scheme. The 

settings provided include mho circle diameter (in ohms), mho circle offset (in ohms), mho 

circle angle (in degrees), blinder impedances (in ohms), and a time delay for operation (in 

seconds) of the relay.  

The oosmho model in the PSLF library [46] is used to model the OOS relays of the 

industrial generators in the area under study. According to [98], the relay is modeled on 

the high-voltage terminal of the step-up transformer of the generator. The settings provided 

for the units can be implemented in oosmho relay using the following parameters of this 

relay model: ang (mho circle angle in degrees), rf (mho zone forward reach in p.u.), rr 

(mho zone reverse reach in p.u. used with a negative sign to represent mho circle offset), 

int1(2) (blinders intercept in p.u.), rot1(2) (blinders rotation in degrees), t1 (relay operating 

time in seconds).  

For all per unit impedances, the per unit base utilized by the oosmho relay is obtained 

using the system MVA base and the rated voltage at the from bus (high voltage terminal 

of the generator step-up transformer). Therefore, the provided settings (mho circle diameter 

and offset as well as blinder impedances) that are in ohms need to be converted to p.u. 

based on per unit base of oosmho. Note that, proper VT ratio to CT ratio coefficient should 

be applied when calculating the p.u. values. Per unit base of oosmho for impedance is 

obtained by (6.33) considering FMM as the line-to-line voltage of high-voltage terminal of 

the generator step-up transformer. Also, the forward reach (or mho circle diameter) and 
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mho circle offset are converted to p.u. using (6.34) – (6.35). Likewise, the blinder 

impedances are converted to p.u. using (6.36) – (6.37). 

H1&2(). +. ) = 	 "4@/	(DJ*+)
H*+,-(DJ*+)

× >K0+1"'
LK0+1"'

 (6.36) 

H1&8(). +. ) = 	 "4@.	(DJ*+)
H*+,-(DJ*+)

× >K0+1"'
LK0+1"'

 (6.37) 

Note that in these equations, B5)+A 	is the per unit base used by the oosmho relay. H1&2 

and H1&8 are blinders 1 and 2 intercept in p.u, and  @T[,	+C+@A* is the system MVA base. 

6.9 Modeling generator volt-per-hertz protection 

An introduction of volt-per-hertz protection in generators including how it occurs, what 

probable damages it can cause for generators, and how generators should be protected 

against it is provided in this section.  Furthermore, the PSLF model used to represent volt-

per-hertz relays in transient stability studies along with the procedure for precisely 

representing the protection function of the volt-per-hertz relays of industrial generators in 

transient stability studies is elaborated upon.    

6.9.1 volt-per-hertz protection for generators 

The capability of generators and their transformers (step-up and auxiliary transformers) 

for continuous operation at high voltages and low frequencies is limited. This condition 

occurs as a result of severe system disturbances, especially the ones that lead to formation 

of uncontrolled islands in the system. If proper control actions are not taken to alleviate 

this condition, the high volt-per-hertz ratio leads to overexcitation conditions in generators 

and related transformers, which is turn leads to thermal damages to the cores due to 

excessive high magnetic flux. Excess magnetic flux causes saturation in core steel and as 
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the magnetic reluctance of the core increases due to saturation, the flux flows into the 

adjacent support structure, causing high eddy current losses in the core and its adjacent 

structure. Severe overexcitation can also lead to rapid damage and equipment failure. 

Therefore, volt-per-hertz relays are generally used in power plants to protect generators 

and transformers from excessive magnetic flux. These relays trip the generator when the 

volt-per-hertz ratio exceeds a predetermined threshold for a specified time. Typically, two 

levels of volt-per-hertz protection is used. One level provides protection for higher volt-

per-hertz ratios with a shorter time delay, and the other level provides protection for lower 

volt-per-hertz ratios with a longer time delay. Figure 6.25 shows the shows typical volt-

per-hertz versus time capability curves for generator and transformer. Note that, the volt-

per-hertz protection is independent of the generator overvoltage control in the generator 

excitation system [95] and [98].  

Table 6.2 Volt-per-hertz limitations of a generator and its step-up transformer [98].  
V/Hz (p.u.) 1.25 1.2 1.15 1.1 1.05 

Damage 
time (min) 

Generator 0.2 1.0 6.0 20.0 ∞ 

Step-up 
transformer 

1.0 5.0 20.0 ∞  

 

Volt-per-hertz ratio is an easily measurable quantity that is proportional to magnetic 

flux. Typical volt-per-hertz limitations for a generator and step-up transformer are provided 

in Table 6.2 [98]. The low-voltage rating of the unit step-up transformer is typically 5% 

below the generator voltage rating. Hence, volt-per-hertz protection requirement is usually 

set by the transformer limitation. However, if the rating voltage of the generator and its 
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step-up transformer are the same, as shown in Table 6.2, the generator has a tighter 

limitation on the volt-per-hertz ratio. 

 

 
(a) 

 

 
(b) 

Figure 6.25 Typical relay characteristics for (a) dual definite-time (DD-type) and (b) 
combined inverse-time and definite-time (ID-type) volt-per-hertz protection 
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During disturbances, overexcitation due to a high volt-per-hertz ratio occurs as a result 

of overvoltage or underfrequency condition in the system. The overexcitation due to 

overvoltage condition occurs when a disturbance creates islands in the system, in which 

there is an excess of produced reactive power. In this condition, ideally, tripping of shunt 

capacitor banks in the islands reduces the system voltage to be in a tolerable range 

(continuous operation) for generator and transformers. Moreover, the automatic generator 

excitation control reduces the reactive power output to decrease the voltage within the 

island. Generators can even operate in underexcited condition and absorb reactive power. 

However, operating in underexcited condition, itself, is limited by generator underexciter 

capability. On the other hand, if the generator excitation control is in manual mode, no 

generator control action will take place and the output reactive power of the generator will 

not be reduced to decrease the voltage within the island. Therefore, if during severe 

disturbances, a large number of generators in the system are operating with their excitation 

voltage control in the manual mode, the high voltage problem in the island will 

significantly exacerbated. In this condition, if the voltage is not reduced to within the 

generator and transformer capabilities, volt-per-hertz protection trips the generator and the 

related transformers.  

Overexcitation condition due to high volt-per-hertz ratio can occur due to sustained low 

system frequency. However, this is less likely than the case of sustained overvoltage, 

because in order for volt-per-hertz ratio to even be 1.05 at the rated voltage, the frequency 

needs to drop to 95% of nominal frequency and remains at this value (i.e., 57 Hz). System 

load shedding protection and generator underfrequency protection prevent sustained 
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operation of the system at such a low frequency. However, if this condition occurs, the 

volt-per-hertz relay trips the generator.  

6.9.2 The framework for modeling volt-per-hertz protection for generators 

According to the protective relay data, all the industrial generators in the area under 

study are equipped with a volt-per-hertz protection relay. These relays have three different 

types of volt-per-hertz versus time curve:  

1. Two definite time characteristic (DD-type)     

2. Inverse-time characteristic with inverse-time factor (I-type) 

3. Inverse-definite characteristic with inverse-time factor (ID-type) 

No PSLF volt-per-hertz relay model in PSLF library provides inverse time 

characteristics. Therefore, to avoid adding various types of protective relay models in the 

dynamic file of the system, the gp3 model is used to provide volt-per-hertz protection for 

the generators. The gp3 model can provide one stage of definite time volt-per-hertz 

protection. For properly representing each type of volt-per-hertz protection of the 

generators following procedure are taken:  

1. Modeling DD-type characteristic: 

For modeling volt-per-hertz relays of the generators with DD-type volt-per-hertz 

protection characteristics, two gp3 models are used. The pickup volt-per-hertz ratio and the 

related time delay settings (vhz and tvhz) of the first gp3 model are set to the higher pickup 

value and time delay of the generator volt-per-hertz relay, whereas the same settings of the 

second gp3 model are set to the lower pickup value and time delay of the generator volt-
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per-hertz relay. The second gp3 model is used in alarm only mode (no tripping). However, 

in any study, if the second gp3 model generates a tripping alarm, the study is performed 

again with enabling the tripping of the second gp3 model.  

2. Modeling I-type characteristic: 

For modeling this type of volt-per-hertz protection characteristics of the generators with 

gp3 models, that can only provide definite time characteristics, as accurately as possible, 

10 gp3 models are used. The pickup volt-per-hertz ratio and the related time delay settings 

of the first gp3 model are set to the inverse-time factor of the relay. Inverse-time factor of 

the relay is defined as the time delay for operation of the volt-per-hertz relay when volt-

per-hertz ratio is equal to 2. This parameter is provided in the setting data file and is used 

to set the first gp3 model. To capture the inverse-time behavior of the relay with the gp3 

models, the inverse-time function of the actual relays is extracted from the manual of the 

relay. Then, 9 different pickup volt-per-hertz ratio along with the related time delay are 

sampled from these inverse-time functions. Finally, each of these sample points is modeled 

with one gp3 model. Except for the first gp3 model, the other gp3 models are used in alarm 

only mode. If in any study, these gp3 models generates tripping alarms, the study is 

performed again with enabling the tripping of the related gp3 model. 

3. Modeling ID-type characteristic: 

For modeling ID-type, similar process of modeling the I-type is performed. However, 

in this case, the pickup volt-per-hertz ratio and the related time delay settings of the first 

gp3 model are set to the definite-time pickup volt-per-hertz ratio and the related time delay 
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of the relay. The other 9 gp3 models are set based on the 9 sampled points from the inverse-

time function of the related relays (extracted from the manual of the relay). 

Note that the volt-per-hertz settings for the relays are provided in per unit based on the 

rated voltage of the generator and the nominal frequency of the system. The same per unit 

base is used by the gp3 model. Therefore, no conversion is required. However, if the 

voltage and/or frequency is provided in per unit with other per unit bases, the proper base 

conversion can be done using (6.38).  

F/XY!"#$%!(). +. ) =
>/ZG!"#$%!,'()(!.%.)×>*+,-,'()×'0+1-)

>0+1-)×'*+,-,'()
 (6.38) 

In (6.38), F/XY!"#$%!(). +. ) is the pickup volt-per-hertz ratio in p.u. based on the 

nominal voltage of the generator and nominal frequency of the system.  F!"#$%!,DEB(). +. ) 

is the pickup volt-per-hertz ratio in p.u. based on any different base voltage (F5)+A,DEB) and 

base frequency ("5)+A,DEB) that is used to calculate the per unit values for volt-per-hertz 

relay pickup in the setting file. F?)@AB is the nominal voltage of the generator, and "?)@AB is 

the nominal frequency of the system. 

6.10 Test system and simulation results  

Various generator protective relays introduced in this chapter is modeled on the 

generators in the area under study using the described procedures. The dynamic models of 

these protective relays are included in the dynamic file of the system that is used for 

performing transient stability studies. To analyze the performances of the generator 

protective relays modeled on the generators, different type of contingencies including line 
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faults and bus faults followed by the outage of one or more transmission lines, as well as 

generator outage contingencies are studied on the test system.  

The WECC system data representing the 2028 planning case is considered as the test 

system. The system includes 25649 buses, 19728 transmission lines, and 4648 generators. 

The maximum generation capacity of the system is roughly 309 GW, and the load of the 

system is roughly 184.5 GW. Within the WECC system, a specific area including more 

than 750 buses, 720 transmission lines, and 100 generators is specifically considered for 

more detailed studies.  

Overall, more than 400 contingencies are studied and the performance of the modeled 

protective relays along with their impacts on the behavior of the related generator, the other 

generators in the area, and the loads in the area are evaluated. 

6.10.1 simulation results and case studies 

Table 6.3 shows how many cases of different generator protective relay operations as 

well as the limiting actions of OEL and UEL were observed during performing transient 

stability studies on all the contingencies. Note that, except for the operations of OEL and 

UEL (which only imposes limit on the field current of the related generators), all other 

relay operations listed in Table 6.3 leads to tripping of the related generators. As can be 

seen in Table 6.3, generator protective relay operations occur frequently during different 

contingencies. Some of these generators that are tripped during the studied contingencies 

generate a large amount of active and reactive power and their outage have a significant 

impact on the behavior of the system (especially within the area under study). Therefore, 

modeling these protective relays are critical for having precise transient stability studies 
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and performing transient stability studies without modeling these protective relays might 

manifest incorrect behavior of the system.  

Table 6.3 The number of generator protective relay operations during the studied 

contingencies 

Relay Number of the occurrences 

Undervoltage and overvoltage protection 39 

Underfrequency and overfrequency protection 19 

Phase distance protection 37 

Overcurrent protection 30 

Overexcitation limiter 57 

Underexcitation limiter 145 

 

To further show how each protective relay operation can impact the behavior of its 

related generator, the other generators, and the system in overall, five case studies are 

selected among the studied contingencies for a more detailed analysis. Case studies 1 and 

2 are provided to show the impact of UEL and OEL action on the dynamic behavior of the 

related generator. Note that, since these are limiting action and they do not result in tripping 

of the generator, the impacts on the system are negligible. Therefore, the impacts of these 

limiting actions on other generators and loads are not included in Case study 1 and 2. Case 

study 3 and 4 are provided to show how the phase distance and overcurrent relays of 

generators operate during a contingency and what is the impact of these operation on the 

dynamic response of the related generator and the system. Case study 5 provides an 

instance of a more severe contingency (including multiple generator protective relay 

operations as well as OEL and UEL actions) and evaluates the accumulated result of 
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modeling all these protective generators on the dynamic response of the related generators 

and the system. These case studies are provided in the remainder of this section. Note that, 

to keep the proprietary data, random numbers are used to refer to different power system 

assets.  

6.10.1.1 Case study 1 

In this case study, the impacts of the limiting action of the UEL of a 35 MVAr 

generator, called Gen1, on the dynamic response of the related generator are studied. The 

contingency studied in case study 1 is a 3-phase line fault on a 500 kV line, called Line 1, 

that is cleared 0.05 s later by opening the line. The UEL action of Gen1 starts at 4.7 s (3.7 

s after the fault). 

Figure 6.26 shows the output signal of the UEL, i.e., vuel. Note that, the magnitude of 

vuel depends on the magnitude of the error signal, vuer, which itself depends on the amount 

of the violation of the output reactive power of Gen1 from its reference value. The impact 

of the UEL action on the field current and the output reactive power of Gen 1 is illustrated 

in Figure 6.27 and 6.28, respectively. As can be seen in these figures, after the operation 

of the UEL at 4.7 s, the UEL action boosts the field current and consequenly, the reactive 

power in order to prevent the generator from operating in underexcited condition. With 

boosting of the field current by the UEL action, the magnetic flux produced by the field 

winding increases, which in turn leads to an increase in the induced EMF. As equation 

(6.39) indicates, the terminal voltage of a synchronous generator is proportional to the 

induced EMF. Therefore, the increase in the EMF leads to an increase in the terminal 

voltage of the generator, as well. This increase can be seen in Figure 6.29 that illustrated 
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the terminal voltage of Gen 1. Note that, in (6.39), !- is the terminal current of the generator. 

0- and A- are the armature (stator) resistance and reactance, respectively.  

F- = <- − !-(0- + ZA-) (6.39) 

 
Figure 6.26 Output of the UEL of Gen1 (case study 1) 

 
Figure 6.27 Field current of Gen 1 (case study 1) 
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Figure 6.28 Reactive power of Gen 1 (case study 1) 

6.10.1.2 Case study 2 

The objective in this case study is to evaluate the impacts of the limiting action of the 

OEL of a 200 MVAr generator, called Gen 2, on the dynamic response of the generator. A 

3-phase line fault on a 500 kV line, called line 2, that is cleared 0.05 s later by opening the  

 

Figure 6.29 Terminal voltage of Gen1 (case study 1) 
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line is considered as the contingency to be analyzed in this case study. The OEL action of 

Gen 2 starts at 2.3 s (1.3 s after the fault). 

The output signal of the OEL, i.e., voel, is illustrated in Figure 6.30. As seen in this 

figure, after the start of the OEL action at 2.3 s, voel starts to ramp in the negative direction 

with the slope of 1/0+12345. When the field current decreases to the maximum 

continuous field current level, defined by Ifcont, at 3.8 s, the ramping stops and the value 

of the voel remains constant. Figures 6.31 and 6.32 depict the impact of the OEL action on 

the field current and the output reactive power of Gen 2, respectively. As seen in these 

figures, with the start of the OEL action at 3.8 s, the OEL decreases the field current and 

consequently the reactive power of Gen 2 to prevent the generator from operating in 

overexcited condition. In this condition, the decrease in the field current leads to a decrease 

in the magnetic flux produced by the field winding, which in turn leads to a decrease in the 

induced EMF. According to (6.39), this decrease in the EMF leads to a decrease in the 

terminal voltage of the generator. This decrease in the terminal voltage with modeling OEL 

function of Gen 2 is illustrated in Figure 6.33.  



 

238 
   

 
Figure 6.30 Output of the OEL of Gen 2 (case study 2) 

 

 

 

Figure 6.31 Field current of Gen 2 (case study 2) 
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Figure 6.32 Reactive power of Gen 2 (case study 2) 

 

Figure 6.33 Terminal voltage of Gen 2 (case study 2) 

6.10.1.3 Case study 3 

In this case study, the impacts of generator phase distance relay operations (which leads 

to tripping of the generators) on the behavior of the related generators, other generators in 

the area, and the loads in the area are investigated. The contingency analyzed in this case 
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study is a bus fault on a 500 kV bus, called Bus 1, which is cleared by tripping two 

generators, called Gen 3 and 4, along with their step-up transformers at 1.2 s (0.2 s after 

the fault). The rated MVA of the tripped generators are 205 and 319 MVAr, and they are 

connected to the faulted bus through their step-up transformers. The contingency leads to 

the phase distance relay operations of three 205 MVAr generators—called Gen 5, 6, and 

7—and one 319 MVAr generator, called Gen 8. All the mentioned phase distance relays 

operate at 1.25 s (0.25 s after the fault).  With operation of the phase distance relays, the 

step-up transformers of Gen 5-8 are taken out of the service, which leads to islanding of 

these generators. Due to the islanding, Gen 5-8 start to lose synchronism and eventually, 

the overfrequency protection of these generators trip Gen 8 at 1.53 second and Gen 5-7 at 

1.66 second.  

Figure 6.34 shows the impedance trajectory observed by the phase distance relay of 

Gen 5 at steady-state condition and during the disturbance. During the disturbance, the 

impedance trajectory traverse into both zone 1 and 2 of the mho characteristic of the relay. 

The impedance trajectory remains inside the zone 1 for a period equal to the zone 1time 

delay of the relay. Hence, the relay operates and trips the generator. Similar figures can 

also be obtained for the phase distance relays of Gen 6, 7, and 8. However, for brevity, 

only the impedance trajectory and the phase distance relay characteristics of Gen 5 are 

provided.  

Figure 6.35 and 6.36 shows the terminal voltages and currents of Gen 5-8. As seen in 

these figures, after operation of phase distance relays of Gen 5-8 at 1.25 s the terminal 

currents of these generators drop to zero. Also, as mentioned, with operation of phase 
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distance relays, the generators are isolated from the grid and considering that the generators 

are also tripped by the operations of their overfrequency relays, there is no voltage support 

for the terminal voltages of Gen 5-8. Therefore, as seen in Figure 6.36, the terminal voltage 

drops significantly in this contingency.  

To evaluate the impact of these phase distance relay operations and the outage of Gen 

5-8 on other generators in the area under study, the field current, and the terminal voltages 

of a set of generators in the area are provided in Figures 6.37, and 6.38, respectively. Note 

that for clarity, Figures 6.37 and 6.38 are provided in the zoomed in mode.  

 

 

Figure 6.34 Impedance trajectory observed by the phase distance relay of Gen 5 and its 

mho characteristics (case study 3) 
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Figure 6.35 Terminal currents of Gen 5-8 (case study 3) 

 

 

 

Figure 6.36 Terminal voltage of Gen 5-8 (case study 3) 
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Figure 6.37 Field currents of a set of generators (case study 3) 

 

Figure 6.38 Terminal voltages of a set of generators (case study 3) 

As seen in Figures 6.37 and 6.38, as a result of the phase distance relay operations of 

Gen 5-8, the field current and the terminal voltage of other generators in the area under 

study, especially Gen 1, are impacted. This shows the importance of modeling generator 

protective relays in having a more precise assessment of system behavior.    
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The impacts of the phase distance relay operations of Gen 5-8 on the loads in the area 

under study in terms of the voltage of the load buses is illustrated for a set of the loads in 

the area in Figure 6.39.  

As seen in Figure 6.39 the operation of phase distance relays impacts the voltages of 

the load buses. Thus, the voltages of the load buses are not similar in both cases of modeling 

and not modeling generator protective relays. In terms of the active and reactive power of 

the loads, these phase distance relay operations specifically lead to a change in the active 

powers of Load 2 and reactive powers of Load 3 and 4. These changes in the active power 

of Load 2 and reactive power of Loads 3 and 4 are illustrated in Figures 6.40 and 6.41. 

 

 
Figure 6.39 Load voltage of a set of loads (case study 3) 
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Figure 6.40 Active power of Load 2 (case study 3) 

 

Figure 6.41 Reactive power of Load 3 and 4 (case study 3) 

6.10.1.4 Case study 4 

In this case study, the impacts of generator overcurrent relay operations (which leads 

to tripping of the generators) on the behavior of the related generators, other generators in 

the area, and the loads in the area are investigated. For this case study, a line fault 

contingency on a 500 kV line, called Line 3, is studied. The fault is cleared 0.05 s later by 



 

246 
   

opening the faulted line. During this contingency, the voltage-restraint time overcurrent 

relay of a 192 MVAr generator, called Gen 14, operated at 5.14 s (4.14 s after the fault) 

and tripped the generator. To show the impact of the relay operation on Gen 14 the terminal 

current and voltage of this generator is provided in Figure 6.42 and 6.43. As seen in Figure 

6.42, the terminal current remains above the pickup current of the OC relay of Gen 14 (the 

red dashed line) long enough to cause the relay to operate and trip the generator. As seen, 

with tripping of Gen 14 at 5.14 s, the terminal current drops to zero, and the system 

experience the outage of this 192 MVAr generator. This outage cannot be seen without 

modeling the OC relay of Gen 14.  Also, in the case of modeling the OC relay of Gen 14, 

the terminal voltage significantly drops, as a result of the tripping of Gen 14.  

 

 
Figure 6.42 Terminal current of Gen 14 (case study 4) 
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Figure 6.43 Terminal voltage of Gen 14 (case study 4) 

To show the impact of the OC relay operation of Gen 14 on other generators in the area 

under study, the field currents and the terminal voltages of a set of generators in the area 

are illustrated in Figure 6.44 and 6.45. Note that, for clarity, the terminal voltages of the 

generators are shown in the zoomed mode in Figure 6.45.  

 

Figure 6.44 Field current of a set of generators (case study 4) 
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Figure 6.45 Terminal voltages of a set of generators (case study 4) 

As seen in Figure 6.44 in the case of modeling the OC relay of Gen 14, the field current 

of the generators in the area under study are slightly more than the case of not modeling 

the relay. The reason is that in the case of modeling the OC relay of Gen 14, the operation 

of the relay leads to tripping of Gen 14. Therefore, the active and reactive power produced 

by Gen 14 should be picked up by the other generators, which lead to slight increase in the 

field current of these generators. As shown in Figure 6.45, this increase in the field current, 

in turns, leads to increase in the terminal voltages of these generators, as well.  

To show the impact of the OC relay operation of Gen 14 on the loads in the area under 

study, the voltages of a set of the load buses in the area are provided in Figures 6.46. As 

seen in this figure, with modeling the OC relay of Gen 14, the voltages at load buses are 

significantly reduced due to the outage of Gen 14 at 5.14 s. This depressed voltage 

condition last for approximately 3 seconds. The sudden voltage drop in these load buses 

may lead to operation of any automatic under voltage load shedding relays that might be 
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installed on the load buses, and lead to undesired load shedding. Therefore, modeling this 

protective relay of Gen 14 is necessary for having a precise assessment of the response of 

the generator, itself, and the system.  

  

Figure 6.46 Load voltage of a set of loads (case study 4) 

The active and reactive power of the set of loads are also provided in Figure 6.47 and 

6.48. Note that, for clarity the set of loads is divided to two subset (Set 1 and 2) and the 

active and reactive power of each subset is shown in different figures in the zoomed mode. 

As seen in Figure 6.47 and 6.48, the active and reactive power of the loads are also 

significantly impacted by the operation of OC relay of Gen 14, which further highlights 

the importance of modeling generator protective relays in transient stability studies.  
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(a) 

 
(b) 

Figure 6.47 Active power of a set of loads (case study 4) 
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(a) 

 
(b) 

Figure 6.48 Reactive power of a set of loads (case study 4) 

6.10.1.5 Case study 5 

In this case study, the goal is to study the cumulative impacts of modeling all the 

described protective relays as well as OEL and UEL functions of the generators in the area 

under study on the response of the generators and the system during a severe contingency. 
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The results are compared with the case of not including any of the generator protective 

relays in transient stability study of the contingency. The contingency considered in this 

case study is a simulation of a real-world disturbance which occurred due to a wildfire. The 

contingency is simulated by applying a 3-phase line fault on 40% of Line 2 along with a 

bus fault on a 500 kV bus, called Bus 2. The fault is cleared after 4 cycles by tripping Line 

2 and Line 3 (which is connected to Bus 2).   

The list of the generator protective relay operations in the area under study as well as 

the OEL and UEL actions of these generators during the contingency along with their 

operation time are provided in Table 6.4. One interesting observation during this 

contingency is both the OEL and UEL actions for Gen 2. This severe contingency leads to 

a sudden overshoot in the field current of Gen 2 and consequent OEL action of Gen 2 at 

2.54 s. Then, the field current decreases to a level that leads to UEL action at 7.14 s. The 

impacts of OEL action of Gen 2 are illustrated in Figure 6.49 and 6.50 by comparing the 

field current and terminal voltage of Gen 2 in two cases of modeling the OEL and not 

modeling the OEL function of Gen 2. Likewise, the impacts of the subsequent UEL action 

of Gen 2 on the field current and terminal voltage of this unit are depicted in Figure 6.51 

and 6.52.  

 

 

 

 

 



 

253 
   

Table 6.4 List of protective relay operations and OEL/UEL actions in case study 5 

Generator Protection function Operation time (s) 

Gen 14 Overcurrent 4.99 

Gen 20 Overcurrent 3.56 

Gen 2 OEL 2.54 

Gen 17 OEL 4.08 

Gen 2 UEL 7.14 

Gen 1 UEL 6.56 

 

 

 

Figure 6.49 Field current of Gen 2 with and without modeling OEL function 

 (Case study 5) 
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Figure 6.50 Terminal voltage of Gen 2 with and without modeling OEL function  

(Case study 5) 

 

 

Figure 6.51 Field current of Gen 2 with and without modeling UEL function  

(Case study 5) 
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Figure 6.52 Terminal voltage of Gen 2 with and without modeling UEL function  

(Case study 5) 

As seen in Figure 6.49, with the OEL action of Gen 2 at 2.54 s, the field current of Gen 

2 decreases to prevent the generator from operating in the overexcited condition. This is 

the reason that the green curve (the field current with modeling OEL and UEL functions) 

remains below the blue curve (the field current without modeling OEL function). As 

explained earlier in this chapter, the decrease in the field current with modeling OEL 

function of Gen 2 leads to a decrease in the terminal voltage of this generator, as well. This 

decrease in terminal voltage of Gen 2 can be seen in Figure 6.50. As shown in Figure 6.51, 

after the UEL action of Gen 2 at 7.14 s, the green curve (the field current with modeling 

OEL and UEL functions) remains above the orange curve (the field current without 

modeling UEL function). This shows that at 7.14 s the field current is boosted by the UEL 

action to prevent the generator from operating in an underexcited condition. This increase 
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in the field current with modeling the UEL function leads to an increase in the terminal 

voltage of Gen 2. This increase in the terminal voltage is illustrated in Figure 6.52.  

As seen in Table 6.4, the overcurrent relays of Gen 14 and 20 operate during this 

contingency and trip the generators. Furthermore, OEL actions of Gen 2 and 17 as well as 

UEL actions of Gen 1 and 2 are observed during this contingency. The impact of these 

overcurrent relay operations as well as the mentioned OEL and UEL actions on the 

dynamic response of other generators and loads in the area under study are evaluated. 

 Figure 6.53 shows the field current of a set of the generators in the area under study 

during the contingency. After tripping of Gen 20 at 3.56 s, the active and reactive power 

mismatch occurred due to the outage of Gen 20 should be compensated by other generators. 

This leads to an increase in the field current of all the generators, except Gen 2. This 

increase in the field current of the generators is observable in Figure 6.53, where the field 

currents with modeling generator protective relays are higher than the case of not modeling 

generator protective relays (the case in which the tripping of Gen 20 does not occur). The 

reason for the exceptional behavior of Gen 2 (having a lower field current with modeling 

generator protective relays) is the OEL action of Gen 2 that occurs at 2.54 s and prevent 

the field current of this generator from increasing like that of the other generators. 
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Figure 6.53 Field current of a set of generators (case study 5) 

The terminal voltages of the set of generators are provided in Figure 6.54. As seen in 

this figure, after tripping of Gen 20, the terminal voltages of other generators in the area 

are also impacted. In this regard, a depressed terminal voltage condition is observed in the 

terminal voltages of all the generators due to outage of Gen 20. Figure 6.53 and 6.54 

highlights the importance of modeling generator protective relays in performing a precise 

assessment of the dynamic behavior of the generators in the system.  

To assess the impacts of modeling generator protective relays on the system loads, the 

voltages of a set of load buses are provided in Figures 6.55. As seen in this figure, the set 

of loads can be divided into two subsets, called Set 1 and 2. Set 1 includes Loads 13-15, 

and Set 2 includes Loads 6, 7, and 16. As seen in Figure 6.55, the impact of the outage of 

Gen 20 is more significant on the loads in Set 1, whereas the impact of outage of Gen 14 

is more significant on the loads in Set 2 (although the loads in Set 1 are also impacted by 

the outage of Gen 14). The sudden significant voltage drop observed in the loads in Set 2 

(which last about 3 seconds) has a potential to trigger any under voltage load shedding 
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relays that might exist in those load buses and lead to partial or complete loss of load. To 

show this impact on the active and reactive power of these loads in a clearer manner, the 

active power of the loads in Set 1 and 2 are illustrated in Figure 6.56 (a) and (b), 

respectively. Likewise, the reactive power of the loads in Set 1 and 2 are shown in Figure 

6.57 (a) and (b), respectively. 

 

Figure 6.54 Terminal voltages of a set of generators (case study 5) 

 

Figure 6.55 Load voltage of a set of loads (case study 5) 
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(a) 

 
(b) 

Figure 6.56 Active power of a set of loads (case study 5) 

As seen in Figure 6.56 (a), the active power of the loads in Set 1 are not significantly 

impacted by the outage of Gen 20 and the active power of these loads are approximately 

the same in two cases of modeling and not modeling the generator protective relays. 

However, as seen in Figure 6.56 (b), the active power of the loads in Set 2 are completely 
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different in two cases of modeling and not modeling the generator protective relays, which 

shows the significant impact of the outage of Gen 14 on the behavior of these loads. The 

Same behavior can also be observed in Figure 6. 57 (a) and (b) for the reactive power of 

the loads in Set 1 and 2.  

 
(a) 

 
(b) 

Figure 6.57 Reactive power of a set of loads (case study 5) 
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These case studies show that how modeling generator protective relays can 

significantly impact the behavior of the generators and the system. They also show that the 

results of transient stability studies performed without modeling generator protective relays 

might not precisely capture the behavior of the generator and the system. Therefore, 

modeling these protective relays as accurate as possible is vital for having precise transient 

stability studies.  

6.11 Summary 

In this chapter, the importance of modeling generator protective relays in performing 

precise transient stability studies is thoroughly explained. The capability curve of 

generators that imposes limitations on the capability of the generator for operating in 

overexcitation and underexcitation condition is also explained. Brief introductions of 

different generator protective relays as well as the OEL and UEL functions that are used in 

industrial generators along with their application and mechanism are also provided in this 

chapter.  The proposed framework for precisely modeling generator protective relays as 

well as their OEL and UEL functions in transient stability studies is introduced and 

elaborated upon. Finally, 5 different case studies are performed on the WECC system data 

representing the 2028 planning case to study the impacts of modeling generator protective 

relays as well as their OEL and UEL functions on the results of the transient stability 

studies. It is observed that the operation of the generator protective relays and the limiting 

actions of OEL and UEL functions can have a significant impact on the generator dynamic 

response and on the dynamic response of other generators and loads in the system. 
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Therefore, modeling these protective relays as well as OEL and UEL functions is necessary 

for performing precise transient stability studies. 
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Chapter 7: Conclusions and Future Work 

7.1 Conclusions 

Conducting accurate and precise transient stability studies is essential for obtaining a 

proper assessment of system behavior. Analyzing how the system responds to different 

contingencies and what control actions are required to maintain reliable and secure 

operation of the system is not possible without performing precise stability studies. 

Dynamic characteristics of the fundamental assets in the system, such as generators and 

loads, along with the protection system behavior direct the response of the system 

following a disturbance. Therefore, proper representation of dynamic models of different 

system assets as well as protection systems is essential for performing precise stability 

studies.   

The importance of modeling protection systems in stability studies is thoroughly 

studied in the literature review and it is illustrated that without proper modeling of the 

protection systems, stability studies might not represent the actual behavior of the system. 

However, due to various technical and practical challenges, there are limitations in 

representing automated protection schemes in the stability studies. One of the most 

important protective relays which are currently not represented in stability studies is 

distance relays. Distance relays play a crucial role in defining the behavior of a system and 

need to be modeled in the system for performing precise stability studies. Nevertheless, the 

current trend in stability studies does not include distance relay models due to two reasons: 

first, the current limitation of stability software, such as PSLF, does not allow adding 

thousands of distance relay models required for modeling distance relays on all the lines of 
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a bulk power system such as the WECC system. Second, keeping the setting data of 

thousands of distance relays updated in the dynamic data file of the system is a challenging 

task. Therefore, there always has been a gap between transient stability studies and 

modeling the behavior of the distance relays. The first part of this work aims at filling this 

gap by proposing two methods that address the mentioned challenges and limitations and 

make modeling distance relays in transient stability studies possible.  

The proposed methods identify the critical distance relays which are required to be 

modeled in the transient stability studies to accurately capture the behavior of the system. 

The first method is an iterative algorithm which is based on iteratively using two techniques 

to identify the critical lines. The first technique is evaluating the apparent impedance 

observed from both ends of each transmission line and the second one is applying minimum 

voltage evaluation technique along each transmission line for each time interval of the 

transient stability study. Since its required data can be easily obtained from the normal 

practice of transient stability study, the algorithm can easily be used in power system 

planning studies for identifying the critical lines which are prone to experience distance 

relay operation during different contingencies.  

The second method proposed for identifying the critical distance relays for each 

contingency is a machine learning-based method. The method is based on learning the 

latent pattern between the impedance trajectories observed by distance relays during the 

early stages of a contingency and the operations of these relays for several seconds later.  

The RF classifier is used as the machine learning algorithm in this dissertation. For creating 

the dataset required for training the RF model, extensive offline transient stability studies 
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are performed. A two-stage grid search method is used to tune the hyperparameters of the 

RF model in order to achieve the best performance in terms of the Recall value. The K-

fold cross-validation method is also used to evaluate the performances of the RF models 

trained at each iteration of the grid search method. After being trained using the created 

dataset, the RF model can predict the operation of distance relays during any contingency 

using the results of early-terminated transient stability studies. If the trained model predicts 

the operation of any distance relay, the method identifies that relay as critical and model it 

in the transient stability study. The SHAP feature importance method is also used to 

evaluate the importance of each feature in defining the prediction of the trained RF model, 

which will significantly enhance the interpretability of the model.  

The WECC system representing the 2018 summer peak load case has been used as the 

test case for both the proposed methods. First, the shortcoming of the widely used 

representation of the buses in a system, that is the bus-branch representation, in analyzing 

bus faults was studied. It was shown that when a bus fault is simulated using the bus-branch 

model, all the distance relays connected to the bus operate which is not usually the case in 

real-world systems where the buses are modeled with the node-breaker model and the bus 

fault is usually cleared by removing one line. Then, to show that how performing transient 

stability studies using outdated relay settings can lead to an inaccurate assessment of 

system behavior, a case study is performed on the WECC system, and it is shown that the 

behavior of the system is completely different when some of the relay settings are outdated.  

To show the importance of modeling distance relays in performing precise stability 

studies and for evaluating the performance of the proposed methods in identifying the 
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critical distance relays, different contingencies are studied considering different topologies 

and operating points of the WECC system. The contingencies are among the severe 

contingencies of the WECC system which have wide-spread impact throughout the system 

and have the potential to lead the system toward instability. In each contingency, three 

different cases of not modeling any distance relay, only modeling critical distance relays 

identified by the proposed methods, and modeling distance relays on all the lines with the 

voltage level of 345 kV and above (the reference case) are considered, and the results of 

transient stability studies in each case are compared. 

 The results reveal that the transient stability studies carried out without modeling 

distance relays might be completely different from the actual behavior of the system. 

Furthermore, it can be seen from the results that both the proposed methods yield exactly 

the same results as the reference case, and they can precisely identify the critical distance 

relays required for studying each contingency. Compared to the reference case, the 

proposed methods add a far smaller number of distance relays to the dynamic data file of 

the system used for performing transient stability studies. Therefore, in bulk power systems 

where modeling distance relays on all the lines exceeds the current limitation of the 

software, the methods can help operators in conducting planning studies with only 

modeling critical distance relays which are likely to operate. Since the settings of distance 

relays are modified in the system for various purposes, keeping track of all these changes 

and applying them in the dynamic data file of the system is a challenging task. However, 

the proposed methods alleviate this task by considerably reducing the number of distance 

relays required to be modeled in the dynamic data file of the system for performing stability 
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studies. Therefore, the operator just needs to keep track of the changes in the settings of a 

small number of distance relays. Finally, having a considerably smaller number of relays 

modeled in transient stability studies reduces the computational burden of the system and 

enables the operators to include more dynamic models which they think are essential for 

their transient stability studies. 

The advent of PMUs and their application in power grids provide a wide range of 

applications such as situational awareness for operational decision making by providing 

synchronous measurement data.  The reliable and synchronous online measurements 

provided by PMUs have paved the way for the advent of online DSA which is one of the 

key requirements in modern power systems with ever-growing uncertainties. Online DSA 

methods analyze the system stability at the current operation condition and trigger 

automatic control actions or inform the operator if the situation is predicted to be insecure. 

Therefore, they are valuable tools for utilities providing them with early warnings of the 

pending troubles in the system and gives them enough time to initiate remedial actions, 

which can play a significant role in preventing major outages in the system. The hurdles 

and limitations associated with the conventional methods on one hand and the availability 

of overwhelming amount of online data owing to the advancements made in power system 

monitoring, on the other hand, have increased the interest in the machine learning-based 

online DSA methods. These methods have proven to be effective and fast tools for real-

time analysis of the modern power system stability.  

The second part of this dissertation proposes an ML-based online DSA method that 

uses the voltages of the electrically closest HV buses to the relay/generator locations and 
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predicts if any distance relay, UFLS relay, and UVLS relay will operate and if any 

generator in the system will experience LOS condition for several seconds later. The 

method uses the results of offline transient stability studies performed on the WECC system 

to train different RF models to predict the relay operations, and LOS conditions in the 

generators. For each of the mentioned applications, 3 different RF models are trained. 

These models use different periods of measurement data as the input features. The 

performances of the trained models are evaluated in the presence of noise and missing 

PMU data using the K-fold cross-validation method.  

The results show that the trained models are robust to standard noise levels of industrial 

PMUs (and higher) and missing PMU data. The results show that with the noise level of 

0.03 and 0.1 of IEEE standard TVE, all the trained models have an F1 score of above 0.9 

and for the noise level of 0.25 of IEEE standard TVE, which is considerably higher than 

the noise level of industrial PMUs, all the trained models still have F1 scores above 0.8.  

Almost all the trained models keep an F1 score higher than 0.88 for all the four cases of 

missing PMU data.  The results show that all the RF models are fast enough to satisfy the 

requirement of an online DSA method. Also, the various RF models that use different 

periods of measurement data can provide different levels of prediction speed and reliability, 

which enables compromising the earliness and the reliability of the predictions.  

The method can serve as a reliable and fast tool to increase situational awareness by 

providing early predictions of impending distance relay, UFLS and UVLS relay operations, 

as well as LOS conditions in generators throughout the system. The heatmap of a 

contingency is provided, which shows the areas of the system that are predicted to 
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experience frequency/voltage drop and consequent distance relay and/or UFLS/UVLS 

relay operations. It also visualizes that the generators of which areas will experience LOS 

conditions. This can significantly help in understanding the system condition and how the 

disturbance propagate in the system, which provides an opportunity to initiate more 

efficient remedial actions. 

Generators are one of the most critical assets in power systems. Their behavior during 

severe disturbances significantly impacts the response of the system to the disturbance. In 

this regard, precisely capturing the behavior of the generators during disturbances is crucial 

to have a precise assessment of system behavior. As generators are very important and 

expensive assets in power systems, they are usually equipped with multiple protective 

relays with different protection functionalities. Under/over voltage protection, under/over 

frequency protection, loss-of-field protection, volt-per-hertz protection, phase distance 

protection, overcurrent protection, out-of-step protection, and reverse power protection are 

among the common protective relays that are used to protect generators. The responses of 

these protective relays direct the behavior of the generators during disturbances, and in 

turn, impacts the response of the system to the disturbances. In this regard, the post-

disturbance analysis of prior major outages and blackouts reveal the important role of the 

generator protective relays in the chain of events leading to these outages and blackouts. 

Therefore, modeling these protective relays in transient stability studies significantly 

enhances the accuracy of these studies. In this regard the need for developing a framework 

for modeling generator protective relays in transient stability studies has long been 

identified by the industry.  
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In the final part this dissertation, an introduction on different types of generator 

protective relays used in industrial generators along with their application and mechanism 

is provided. Furthermore, a comprehensive framework for modeling different generator 

protective relays in transient stability studies is developed. The developed framework 

provided following guidelines for modeling generator protective relays in transient stability 

studies: 

1. Selecting proper dynamic models to represent different protection functions of 

generators 

2. How to map different parameters and settings of the protective relays to the 

associated parameter in the dynamic model in order to have a block diagram and 

settings that represent the actual protective relay in transient stability studies as 

precise as possible 

3. What considerations should be taken into account when modeling the generator 

protective relays in transient stability studies.   

Therefore, the proposed framework can greatly assist the engineers in modeling 

different generator protective relays in transient stability studies in order to increase the 

accuracy of these studies. Modeling the generator protective relays with the help of the 

developed framework provides the opportunity to analyze the behavior of protective relays, 

their interactions with the transients of the system, as well as their impact on the dynamic 

response of the generator and the system during different contingencies. These analyses 

not only provide insight into the dynamic response of the generator and the system during 

different contingencies (which is crucial for devising proper preventive and remedial 
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actions), but it also identifies any probable generator protective relay misoperation or 

miscoordination with other protective relays. Thus, it can also help protection engineers to 

make proper modifications in the related protection schemes and settings to avoid such 

misoperations and miscoordinations.  

The WECC system data representing the 2028 planning case is used as the test system. 

A specific area within the WECC system is especially selected for modeling generator 

protective relays and performing transient stability studies of different contingencies. To 

see how different generator protective relays as well as OEL and UEL functions operate 

during contingencies, 403 contingencies are performed on the test system and the operation 

of generator protective relays and the activation of OEL and UEL functions are monitored 

during these contingencies. To show in more details that how modeling generator 

protective relays as well as the OEL and UEL functions can impact the dynamic response 

of the related generator, other generators in the system, as well as the system, 5 

contingencies are selected for a more detailed analysis. To compare the dynamic response 

of the system with and without modeling the generator protective relays, for each 

contingency, two cases of modeling and not modeling generator protective relays are 

considered.  

The results show that during the 403 contingencies studied, 137 cases of generator relay 

operations, which leads to tripping of the generator, are observed. Furthermore, 202 OEL 

and UEL actions are observed during these contingencies. These relay operations and 

limiting actions cannot be captured without modeling generator protective relays and 

OEL/UEL functions. The results also show that the dynamic response of the generators—
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in terms of the field current, active and reactive power, terminal voltages—and the dynamic 

response of the system—in terms of the voltages of load buses and their active and reactive 

power—are different in the two cases of modeling and not modeling generator protective 

relays. This highlights the importance of modeling generator protective relays in 

performing precise transient stability studies. 

7.2 Future work 

The ever-increasing penetration level of renewable resources in modern power systems 

has created new challenges for predicting the responses of various protective relays during 

different contingencies and properly coordinating these protective relays. The intermittent 

characteristics of the renewable resources increase the uncertainty level in the operation 

condition of the modern power system. The level of uncertainty in the active and reactive 

power flow of the lines as well as the apparent impedance observed at line terminals 

increases with increase in the penetration level of renewable resources. This high level of 

uncertainty makes it a challenging task to properly tune the settings of protective relays 

and coordinate them with together. Furthermore, the inverters that are usually used for 

connecting the renewable resources to power systems can introduce new dynamics to 

power systems and they might interfere with the normal operations of different protective 

relays in the system.  

Therefore, one proper continuation for this work can be modeling distance relays and 

generator protective relays using the methods proposed in this dissertation for power 

systems with high penetration level of renewable resources and evaluating the behavior of 

these protective relays during different type of contingencies. Such studies can shed light 



 

273 
   

on the impact of high penetration level of renewable resources on the performances of the 

protective relays in the system. They can also help in devising proper modifications in the 

protection schemes, settings, and coordination of these relays to ensure correct operations 

even under a high penetration level of renewable resources.  
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APPENDIX A  

DECISION TREES IN MACHINE LEARNING 
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The decision tree is a decision support tool which utilizes a tree-like model of decisions 

and their possible consequences [108]. Besides being commonly used in operations 

research, the decision tree is one of the most popular algorithms that has been implemented 

for solving wide areas of classification and regression problems in machine learning. A 

decision tree can be used to visualize decisions and decision makings, and as the name 

shows, it has a tree-like structure starting from the root at the top and goes down to the leaf 

[66] and [109].  

A decision tree is composed of a root, internal nodes, branches, leaves, and 

classification rules [66]. Each internal node is an attribute on a feature (e.g. whether the 

voltage of a particular bus is higher than a particular number or not). Each branch shows 

the outcome of a test. Each leaf represents a class label (in classification problems), and 

each classification rule is the path from the root to leaf.  

In a simple way, a decision tree starts from its root and works by repeating some 

questions and building an "if-then" framework which leads to a precise classification by 

narrowing the pool of possibilities over time [110].  Figure A.1 illustrates a simple example 

of a decision tree for deciding if a person is fit or not using his or her BMI. 
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Figure A.1 A simple example of a decision tree 

 

Decision tree algorithm has some advantages and disadvantages, the most important 

of which is provided in the following [111]: 

Advantages: 

1. Easier data preparation during pre-processing. 

2. No need for normalization and scaling of data. 

3. The process of building a decision tree is not sensitive to missing values in the data  

4. Easy to interpret and visualize  

 

 



 

287 
   

 

Disadvantage: 

1. Decision trees are unstable, meaning that a small change in the data can cause a large 

change in their structure. 

2. Calculations can be more complex than other algorithms in some cases. 

3. Training decision trees is often costly and requires a lot of time. 

4. Decision trees are prone to overfit the training set and perform poorly on the new 

out-of-sample cases 
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APPENDIX B  

HISTORICAL RECORDS OF THE ROLE OF GENERATOR PROTECTIVE 

RELAYS DURING DISTURBANCES  
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In this appendix, a brief overview of the role that generator protective relays played 

during some well-known disturbances is provided [95].  

B.1 August 10, 1996, WSCC disturbance 

On August 10, 1996, the Western Systems Coordinating Council (WSCC) system was 

separated into four islands due to s major disturbance. This islanding led to the interruption 

of service of 7.5 million customers for period ranging from several minutes up to 9 hours. 

Post-analysis of this disturbance revealed the significant role of generator protective system 

during this disturbance [95] and [112]:   

1) Sustained low voltage: sustained low voltage during the disturbance created 

undesirable conditions in some generators—such as low drum level, low pressure, 

to name but a few—which eventually led to tripping of these units. In this regard, 

prolonged low voltage condition was the reason for 16.3% of the tripped units. 

Prolonged low voltage condition also caused the undervoltage relay of many 

auxiliary support systems of the generators to either trip the auxiliary system or 

transfer to backup. However, in some cases this transfer was unsuccessful.  

2)  Load rejection: post-analysis revealed that the reason behind tripping of 18.5% of 

the units was load rejection. During load rejection, the voltages of the hydro units 

were boosted to the ceiling (overvoltage condition). Duration of this overvoltage 

condition (which was above the relay settings) depended on the type of the 

excitation system of the related units and their control functions. Furthermore, the 

speed of some of the hydro units increased even up to 2 times of their normal speed 

(leading to operating frequency of 120 Hz). The response times of the units to this 
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overspeed condition were different and depended mainly on the governor response 

time and the water head level. For non-fault load rejections, the units should not be 

tripped. However, during this load rejection condition, some generator protective 

relays—including third-harmonic neutral undervoltage relay, fundamental neutral 

undervoltage relay, overvoltage relay, and overfrequency relay—tripped their 

related generators. Some of these relay operations were due to errors in relay 

coordination. However, the most of them were merely the anticipated protective 

relay performance during high frequency operation.  

3) Backup overcurrent relays: Power swings and prolonged low voltage condition also 

led to the operation of the voltage restrained overcurrent relays or directional 

overcurrent relays and consequent tripping of several units including two large units 

in the WSCC system.  

4) Underfrequency relays: underfrequency tripping schemes should be coordinated 

with the turbine manufacturers’ recommendations on the capability of the turbine 

to operate in low-frequency condition. Some utilities had installed underfrequency 

relays on their generators. These relays lacked undervoltage supervision and some 

of them tripped during this disturbance.  

5) Exciter/field problems: this major disturbance also created undesired conditions in 

the excitation system of several units—including loss of field and overexcitation 

conditions—and led to tripping of these units. Volt-per-hertz relay was involved in 

many of these trips. The miscoordination between volt-per-hertz relays, 

overvoltage relays, and overexcitation limiters as well as the miscoordination 
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between loss-of-field relays underexcitation limiters were the cause for several 

trips. 

6) Overvoltage: overvoltage condition in some parts of the system also led to several 

loss-of-field relay operation and the consequent tripping of the generators. 

B.2 February 21, 1995, PECO Disturbance 

This disturbance which occurred on February 21, 1995, started by the failure of a 230-

kV lightning arrester on the line from Whitpain substation to North Wales substation. The 

fault was cleared in five cycles by actions of the relays and tripping of the breakers at the 

line terminals. Furthermore, due to various reasons, six other transmission lines were 

incorrectly tripped. Approximately 1 s later, one of the lines at North Wales substation 

automatically reclosed into the fault. Meanwhile, the North Wales relays failed to clear the 

fault, leaving it to linger for 114 cycles before being cleared by the action of relays and 

breakers at remote stations. This second fault also led to tripping of 4 more transmission 

lines. The generator ground overcurrent relays of the Limerick 1 and 2 units (which were 

connecter to the related step-up transformers) also tripped these two units during the second 

fault [95].  

B.3 August 22, 1987, Tennessee Disturbance 

The Tennessee disturbance, which occurred on August 22, 1987, started by phase-to-

phase flashing of a 115-kV switch while the operator was trying to isolate a damaged air 

blast breaker. Because of the lack of bus differential protection, the fault remained on the 

bus for more than 1 second and was finally cleared by the backup relays at remote locations. 

The long fault duration, led to stalling of motor loads in Memphis and the surrounding 
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TVA area. The stalled motors started to draw large amounts of reactive power even after 

clearing the fault, which led to a depressed voltage condition on both 161- and 50-kV 

systems in Southwestern Tennessee that continued for 10 to 15 seconds. During this time, 

zone 3 of distance relays operated at several remote substation. Furthermore, the voltage 

controlled/restrained overcurrent relays and distance relays of some of the generator also 

operated and tripped the related generators. This led to cascading trips that eventually 

tripped all the source lines into TVA’s South Jackson, Milan, and Covington substations 

[95] and [113]. 

B.4 June 5, 1967, PJM Disturbance 

This disturbance which occurred on June 5, 1967, left the eastern portion of the 

Pennsylvania–New Jersey–Maryland (PJM) interconnection completely without power. 

Before the event, the area was experiencing a heavy load and power transfer condition. 

Then, at 10:16 A.M. a 230-kV line between Nottingham and Plymouth Meeting in the 

Philadelphia area sagged due to the heavy load and flashed over when it contacted a 4-kV 

circuit. Due to this event, the line loading increased in the upcoming minutes and voltage 

sagged at various locations in PJM area. To support system voltage, the reactive power 

output of the generator increased. Then, about 30 seconds after the initial event, the loss-

of-field relay of the unit 2 at the Brunner Island plant near Harrisburg, PA tripped the 

related generator, which deteriorated the system condition even more. The isolation of 

eastern PJM occurred about 2 min into the event, which was followed by the collapse of 

the island that occurred about 5 min later. During this disturbance, about 26 generators 
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were automatically tripped: 12 by loss-of-field relaying, 6 due to abnormal current or 

voltage, 4 by turbine protection, and 4 by other protective devices [95]. 
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APPENDIX C 

THE OEL1 MODEL  
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The oel1 is an OEL model for synchronous machine excitation systems that takes 

generator field current as its input and can provide different OEL functions for the 

generator. This OEL model is developed to represent the generic behavior of different types 

of excitation limiters. It is not meant to represent the exact model any specific type or 

model of OEL; rather, it can represent the effect of many different types of OELs [46].  

Oel1 includes three separate elements:  

1. One time-dependent element which has either a definite-time or inverse-time 

characteristic. The timer of this element starts counting when the field current or 

field voltage (defined by parameter Vdflag) reaches the related pickup value 

(defined by parameter Ifdset).  

2. One instantaneous hard limiter element which operates without any time delay 

when generator field current reaches the related pickup value (defined by Ifdmax). 

When this element operates it sends a signal to the excitation system to be used as 

an overriding limit on field voltage. Note that, the instantaneous hard limiter always 

senses the field current, but acts by limiting the field voltage. Depending on whether 

the Ifdmax parameter is positive or negative, the limiter imposes different types of 

hard limits on the field voltage. If Ifdmax is positive, the field voltage is limited to 

Ifdmax. If Ifdmax is negative, the field voltage is reduced and limited to the 

maximum continuous field current of the generator (defined by Ifcont parameter). 

Note that, if this action of the oel1 is activated, no OEL signal will be sent to the 
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summing junction of AVR (i.e., limiting action 1 is stopped when the instantaneous 

limiting action of oel1 is activated).  

3. A two-stage tripping element which has one higher pickup current level of Ifdmax 

with the related time delay of Tmax and one lower pickup current level of Ifdset 

with the related time delay of Tset. When this element operates, it trips the generator 

off. 

The time delay associated with the time-dependent element is defined by Tpickup 

parameter. If Tpickup is set as a positive value, the OEL will have an inverse-time 

characteristic. In this condition, Tpickup is the operation time of the OEL for a constant 

field current that exceeds Ifdset by 1 p.u. On the other hand, if Tpickup is set as a negative 

value, the OEL will have a definite-time characteristic. In this condition, Tpickup is the 

minimum period that the field current should remain above Ifdset for the OEL to operate. 

In both cases, the timer immediately reset if the field current falls belove the Ifdset before 

the timer has timed out.  

When the time-dependent element operates, the limiter can implement three different 

types of limiting actions, which is defined by the Runback parameter: 

4. For positive values of Runback, the voltage regulator reference (at the summing 

junction point shown in Figure 6.7) is biased by the output of the oel1. The output 

of oel1 is not constant in this case; rather, it is ramped in the negative direction at 

the rate of 
2

3%45)#$
 per unit per second as long as field current/voltage remains 

above the Ifcont parameter. When the field current falls below Ifcont, the ramping 
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of the output signal is stopped, and the value of the voltage regulator reference 

remains fixed at the biased value.  

5. For negative values of Runback, the output signal of the oel1 is a constant value 

and is equal to Runback per unit. The value of voltage regulator reference remains 

fixed at this biased value.  

6. For 0+12345 = 0, the excitation system is forced to apply an immediate 

mandatory limit of Ifcont to the excitation system output voltage. This limit is 

permanent. 

The implementation of limiting actions 1 and 2 of the oel1 is independent of the type 

of the excitation system and is implemented in the same way for all the excitation system 

models.  Whereas the implementation of action 3 of the oel1 model is dependent on the 

type of the excitation system, and not all the excitation system models respond to this action 

of the oel1.  

Note that, the oel1 model considers the field current required to give 1 p.u. stator 

voltage on open circuit in the absence of saturation (AFAG) as the per unit base for all the 

field current settings.  
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APPENDIX D 

THE GP3 MODEL  
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The gp3 model is a generic generator protection system which takes generator field 

current, terminal voltage and current, mechanical and electrical power of the generator as 

its input and provides the following generator protection functions [46]:  

● One stage of volt-per-hertz protection with a pickup value defined by vhz (in 

p.u.) and a time delay defined by tvhz (in seconds). 

● One stage of undervoltage protection with a pickup value defined by vuv (in 

p.u.) and a time delay defined by tvuv (in seconds). 

● One stage of overvoltage protection with a pickup value defined by vov (in p.u.) 

and a time delay defined by tvov (in seconds). 

● One stage of reverse power protection with a pickup value defined by pmtr (in 

p.u.) and a time delay defined by tmptr (in seconds). 

● One stage of overfrequency protection with a pickup value defined by fof (in 

p.u.) and a time delay defined by tof (in seconds). 

● One stage of underfrequency protection with a pickup value defined by fuf (in 

p.u.) and a time delay defined by tuf (in seconds). 

● A two-zone loss-of-field protection with impedance offset: The zone 1 and 2 

pickup impedances are defined by xz1 and xz2, respectively (in p.u.). The zone 

1 and 2 time settings are defined by tz1 and tz2, respectively (in seconds). The 

relay impedance offset is defined by xoff (in p.u.).   
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● One stage of delta power imbalance for power/load unbalance relay (K*A#J −

KAEA#) with a pickup value defined by delp (in p.u.) and a time delay defined by 

tdelp (in seconds). 

● A stator overcurrent relay: The pickup value is defined by ioc (in p.u.). The time 

factor, time coefficient, inverse-time exponent, and reset time are defined by 

koc, boc, poc, and troc, respectively (in seconds). 

● One stage of over-excitation protection with a pickup value defined by ifoc (in 

p.u.) and a time delay defined by tfoc (in seconds). 

This model can monitor a single generator to which it is applied, or monitor all the 

generators within an area, zone, or the entire system depending on the value of flag2. 

For the under/overfrequency protection, the generator speed in p.u. is used by the model 

as the frequency of the generator. If the terminal voltage of the generator drops below 0.7 

p.u., the OF and UF relay is disabled till the voltage is recovered back above 0.75 p.u. 

For voltage-restraint time stator overcurrent protection the following logic holds for 

tripping the generator by the gp3 model: 

L@?"!(!@) =
$D#

(
9:19

:!"#$%!
)!'#72

+ 2>4 (D.1) 

L?A+@(!@) =
@?D#

(
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L=H) = 	∫ 2
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#&@

R
 (D.4) 

Also, the voltage-restraint function for inverse-time stator overcurrent relay is provided 

in Figure D. 1.  

 

Figure D.1 Voltage restraint function in inverse-time over-current relay 

For loss-of-field protection function, the relay operates in zone 1 if (D.5) holds for tz1 

seconds. Likewise, the relay operates in zone 2 if (D.6) holds for tz2 seconds. If the 

generator stays inside zone 1 or 2 for less than tz1 or tz2 seconds, the relay timer is reset. 

The R-X diagram for the offset-mho relay characteristics of the loss-of-field protection is 

provided in Figure D. 2.  
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Figure D.2 R-X diagram for offset-mho relay characteristics of loss-of-field 

protection 
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APPENDIX E 

THE UEL2C MODEL  
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The uel2c is an IEEE UEL2C underexcitation limiter model in the PSLF model library 

that can provide a piece-wise linear UEL characteristic in the P-Q plane using up to 10 

(p,q) points [46].  The UEL characteristic of the uel2c model is shown in Figure E.1.  

The (p,q) points are provided to the uel2c model as the input parameters that comprise 

the UEL look-up table. This look-up table must contain at least two points, namely, (p1,q1) 

and (p2,q2), and it must be defined in the fourth quadrant of the P-Q plane.  As seen in 

Figure E.1, between two adjacent (p,q) points, the characteristic of the UEL is a straight 

line connecting the two points. Beyond each endpoint, the UEL characteristic is a straight 

line that is the continuation of the last segment of the line. Note that, if just two (p,q) points 

are provided the UEL characteristic is just a straight line. The block diagram of the uel2c 

model is provided in Figure E.2.  

 

Figure E.1 A UEL characteristic
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Figure E.2 Block diagram of the uel2c model [46]
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As seen in Figure E.2, many parameters can affect the performance of the uel2c model. 

The logic of the voltage bias can be described as follows [46]:  
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APPENDIX F 

 THE LHFRT MODEL  
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The lhfrt model is a low/high frequency ride through generator protection system in the 

PSLF model library [46]. This model can provide up to 10 stages of over/underfrequency 

protection (pickup frequency deviations defined by dftrp1 to dftrp10 in Hz or p.u.) along 

with the related time delays (defined by dttrp1 to dttrp10 in seconds). The relay calculates 

the deviation of the generator terminal bus frequency from the reference frequency (dftrp) 

using (F.1). If dftrp remains higher than any of the pickup frequency deviations (dftrp1 to 

dftrp10) for longer than the related time delay, the relay trip the generator.  

  1"23) = |560!263,1	"3,7*,089	!0	). *. | × "3," − "3," (F.1) 

Note that the reference frequency for this model (fref) is 60 Hz by default. However, 

this parameter can be modified by user. The lhfrt relay, by default, monitors the frequency 

of the generator terminal bus. However, if desired, the settings of the relay can be modified 

to monitor a remote bus frequency.   
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APPENDIX G 

THE OOSMHO RELAY  
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The oosmho model is an out-of-step mho relay with blinders in the PSLF model library 

[46]. The model takes the voltage and total current (including the current flowing into the 

charging capacitors or any line-connected shunts) at the from end of a branch (can be a 

transmission line, transformer, or series capacitance) and calculate the apparent impedance 

seen looking into the branch at its from end. The relay sends tripping signal to the circuit 

breaker of the branch if the impedance trajectory stays inside the mho circle for at least T1 

(the parameter defining the relay operation time) seconds. If at any time before T1, the 

impedance trajectory leaves the mho circle, the timer of the model resets. Also, if at any 

time, the impedance trajectory falls between the two blinders, the timer resets. 

 The mho zone of the oosmho relay is defined by three parameters of ang (mho zone 

angle in degrees), rf (mho zone forward impedance reach in p.u.), and rr (mho zone reverse 

impedance reach in p.u.). This mho zone is illustrated in Figure E.1. The location and the 

angles of the blinders are defined by int1 and int2—representing blinders 1 and 2 intercept 

(on the R axes) in p.u., respectively—as well as rot1 and rot2—representing blinders 1 and 

2 rotations in degrees. Finally, the time delay of the circuit breaker—i.e., the time it takes 

for the circuit breaker (upon receiving the tripping signal from its oosmho rely) to open the 

line—is defined by tcb. 

For all p.u. impedances, the per unit base, <#%&', is obtained using the system MVA 

base and the rated voltage at the from bus.  
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Figure G.1 Mho characteristic of the oosmho relay 

 


