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ABSTRACT

In this dissertation, I implement and demonstrate a distributed coherent mesh

beamforming system, for wireless communications, that provides increased range,

data rate, and robustness to interference. By using one or multiple distributed,

locally-coherent meshes as antenna arrays, I develop an approach that realizes a

performance improvement, related to the number of mesh elements, in signal-to-noise

ratio over a traditional single-antenna to single-antenna link without interference. I

further demonstrate that in the presence of interference, the signal-to-interference-

plus-noise ratio improvement is significantly greater for a wide range of environments.

I also discuss key performance bounds that drive system design decisions as well as

techniques for robust distributed adaptive beamformer construction. I develop and

implement an over-the-air distributed time and frequency synchronization algorithm

to enable distributed coherence on software-defined radios. Finally, I implement the

distributed coherent mesh beamforming system over-the-air on a network of software-

defined radios and demonstrate both simulated and experimental results both with and

without interference that achieve performance approaching the theoretical bounds.
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Chapter 1

INTRODUCTION

In this dissertation, I implement and demonstrate a distributed coherent mesh

beamforming system for communications that provides increased range, data rate,

and robustness to interference. To achieve this, I leverage one or more distributed,

locally-coherent meshes as antenna arrays. I then develop an approach that realizes

signal-to-noise ratio (SNR) performance improvements related to the number of mesh

elements. I further demonstrate that in the presence of interference, the approach

enables the improvement of the signal-to-interference-plus-noise ratio for a wide range of

environments. I will then discuss key practical system design decisions and techniques

for robust distributed adaptive beamformer construction. I implement the required

time and frequency synchronization to enable distributed coherent beamforming.

Finally, I demonstrate a practical distributed coherent mesh beamforming system

over-the-air on a network of software-defined radios and demonstrate both simulated

and experimental results both with and without interference that achieve performance

approaching the theoretical bounds.

Beamforming enables a system to take advantage of spatial diversity in distributed

antenna arrays. This results in increased signal-to-noise ratio (SNR) and resistance to

interference. Typically, beamforming is done with a wired antenna array, consequently

transitioning to distributed coherent beamforming requires synchronization between

the distributed elements. Other existing distributed transmit beamforming approaches

do not directly consider robustness to interference in the channel. By considering

robustness to interference in the beamforming formulation, I enable both SNR im-

1



provement and interference rejection capabilities. Recent advancements in distributed

positioning and timing further enable the required synchronization between distributed

transceivers. Additional advancements in low-cost antenna design, high-performance

domain specific processor design [5, 27, 1], and efficient synchronization techniques

[15, 17] have additionally contributed to enabling a new class of distributed-coherent

RF systems [9, 16] that were previously considered prohibitively difficult or expensive.

Among these systems are distributed beamforming networks, which enable extremely

large beamforming apertures using arbitrarily and irregularly spaced elements at the

cost of significant synchronization and processing requirements. While this approach

can significantly outperform the intrinsic limitations of traditional beamforming arrays,

it also introduces a new set of challenges and shortcomings.

It has been assumed possible, but highly difficult, to build practical distributed

coherent array processing systems. A practical real-time distributed coherent system

must be relatively low-cost and has independent RF processing chains. With these

independent elements comes inherent noise - that is different between all elements - in

many stages in the processing chain. For example, there are differences in frequency

and in each systems sense of time. To further complicate matters, these differences are

constantly changing as clocks drift and systems undergo mobility. The core challenge

of real-time distributed coherent systems is to synchronize all differing quantities

sufficiently to realize coherence amongst the nodes and perform coherent processing

in real-time. This requires alignment of time, frequency and phase. No system wants

to behave naturally in such a synchronous fashion as the natural chaos and noise of

realizable systems fight this goal. Additionally, the typically selected components

and designs do not favor implementing such a system. It is also computationally and

spectral resource intensive to achieve coherence.

2



In this dissertation, I show that distributed coherence can be achieved in real

time with a practical implementation. I present one set of techniques and approaches

that address these difficult problems. The precision required of the synchronization

is several orders of magnitude better than what currently employed communications

systems operate with. I now address the three core synchronization challenges.

Time synchronization has been well studied and shown feasible. There are practical

implementations of distributed time synchronization with the potential for sufficient

accuracy. However, they are not commonly employed for this purpose. Frequency

synchronization has also been well studied. Sufficient frequency precision is challenging

and not commonly done. Most existing systems do not require frequency alignment

within a small fraction of a hertz. For example, traditional communications systems

typically only estimate with precision on the order of tens or even hundreds of hertz.

Phase alignment is also required for coherent processing. Often systems rely on

position knowledge to compute the required phase shifts, instead I leverage waveform

exploitation in a novel way for the defined scenario.

In addition, the proposed system requires real time coherence between the dis-

tributed systems. Not only must the system have sufficiently precise time, phase and

frequency alignment, it must do so in real-time. The approach leverages transmit

beamforming, and as a result, coherence must be realized over the air, not in post

processing.

Existing approaches such as distributed coherent radar systems or radio astronomy

systems, typically rebuild their coherence in post-processing. Other distributed relay

systems, such as amplify and forward or barrage relays, typically rely on time sharing

approaches to get multiple perspectives on the signal and rebuild the signal and

improvement in post processing.
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Using these advancements in distributed coherent systems, I realize more robust

links in clusters of IoT devices, 6G radio systems or other size, weight and power

constrained systems – even in potentially congested spectral environments. Complex

distributed systems are becoming the dominant mode of operation, with many antennas,

distributed base stations and/or remote radio heads. Battery life in mobile devices and

Internet of Things (IoT) systems is a major obstacle, thus it is imperative to design

systems that can maintain high data rates without a high power budget. Clusters

of IoT systems distributed over long distances can utilize these techniques to reach

previously unavailable base stations for reporting or tasking. The proposed approach

can also improve the reliability and flexibility of proposed drone based communications

relay systems. The developed algorithm can be used in distributed 5G/6G base stations

to serve a greater area, number of users, or to reduce need for wired backhaul. The

same approach could also be used in small satellite constellations to develop more

robust long distance links among nodes and ground segments. In addition, spectral

congestion is also increasing with the advent of massive IoT deployments and high

density 5G systems. Developing interference tolerant and adaptive systems, such as

the proposed distributed coherent adaptive beamforming algorithm, will help support

and maintain the expected performance to all users.

I present a distributed mesh beamforming algorithm that takes advantage of many

lower power transmit and receive elements to develop a higher performance link, with

increased resistance to interference. As part of a team, I developed and implemented

a novel set of techniques that fully exploit the distributed nodes to maximize link

range, data rate, and robustness. By performing transmit beamforming from the

mesh, the signal observed by the intended receiver is simultaneously amplified and
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the intereference observed at the mesh is nulled, that is, receive nulling is performed

through transmit beamforming.

Figure 1: By utilizing a relay mesh between two single antenna nodes, the desired SNR
gain is realized. Interference received at the mesh is rejected through the application of
spatial nulls in transmit beamforming. The mesh receives the signal at its N antennas,
and applies the appropriate beamforming pre-distortion filter to the signal before
retransmission. Finally, it retransmits the transformed signal to the receiving node.
The cycle is then repeated in the reverse direction.

I now will briefly discuss the novel distributed coherent mesh relay technique.

To extend and improve the performance of a typical SISO communications link,

locally-coherent meshes of distributed helper radios are employed, as depicted in the

mesh of Figure 2. First, a signal is sent from the transmitter node. This original

radio signal is potentially shifted in frequency, has training signals incorporated, and

potentially is compressed. This signal is then distributed amongst the Mesh A nodes,

and is potentially transformed again. An optimized set of distributed pre-distortion

filters (one for each mesh node) are applied to each signal, operating as a wideband

beamformer. This beamformer maximizes the SINR at the receiving Mesh B [45].

At Mesh B, the signal is received, potentially transformed, and transmitted to the

final receiving node by using another wideband beamformer also implemented as a
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Figure 2: By utilizing relay meshes between two single antenna nodes, the desired
SNR gain is realized. Interference is rejected at the Mesh A and Mesh B receiving
stages through the application of spatial nulls in the transmit beamforming. The
interference at the final receiver is overcome by the increased signal power. The first
mesh receives the signal at its N antennas, and applies the appropriate beamforming
pre-distortion filter to the signal before retransmission. The second mesh receives the
retransmitted signal at itsM antennas, where it applies its beamforming pre-distortion
filter. Finally, the second mesh retransmits the transformed signal to the receiving
node. The cycle is then repeated in the reverse direction.

set of pre-distortion filters. This Mesh-B-to-receiver beamforming implements what

would typically be performed in a receive beamforming stage, including interference

mitigation. However, traditional receive beamforming would require high-data-rate

links between the Mesh B nodes and the final receiving node.

By implementing the function of the receive beamforming in the Mesh B to the

receiving node link, the data rate requirements are significantly reduced at the expense

of greater sensitivity to the Mesh B to receiving node channel estimation accuracy.

Simultaneously, the link is duplicated in reverse by transmitting from the final node

back to the starting node through the mesh network on different carrier frequencies.

This approach is characterized by minimal sharing of information between meshs, and

performing all stages of beamforming over-the-air.

In a traditional adaptive receive array processing problem, an array of antennas
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wired to a common processing unit observes a transmission and adjusts each stream

of information using a set of filters that virtually adjust the array’s beam pattern

before summation. The discussed relay network does not exactly reflect this classic

construction because each element of the receive array is disconnected from the point

of summation, and in this relay network, the summation occurs over the air as a

transmit beamformer. Phrased differently, the final receiving node is outfitted with

a virtual antenna array and the transmission propagates through a virtual channel

that contains the combined effects of the two stage transmission. Using a distributed

network of elements cooperatively beamforming to relay signals to a destination allows

us to realize robust links in clusters of reduced size, weight and power RF systems.

Coherent beamforming by using a distributed array of antennas allows us to achieve

significant power gains, which means we can close the same link with less transmission

power. For a fixed average power, coherent transmit beamforming can improve signal

of interest power over a single element relay by N2, where N is the number of elements

in the array. One factor of N comes from the increase in transmit power, and the

other N is attributed to coherent combining. Additionally, beamforming allows the

possibility to mitigate in-band interference. Accomplishing this through distributed

elements permits simpler construction of the platforms, portability, flexibility in

network configuration, and mobility.

I study an intelligent bent pipe space-time beamforming relay mesh network,

depicted in the mesh of Figure 1, that receives some source signal from an origin

transmitter along with jamming and noise, then applies a predistortion filter, and

finally transmits to a terminating receiver. In a traditional receive beamforming

scenario, data is received first at each element of an antenna array that is wired to a

central processor. Postprocessing those data streams implements a virtual antenna
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pattern that ideally emphasizes a signal of interest but nulls interference. In a

distributed network, array elements are physically disconnected, so signal combining

can only be achieved by transmitting to a receiver. I predistort the relay signals, with

an adaptive filter, such that the effects of receive beamforming are achieved at the

terminating receiver despite it not being physically outfitted with an antenna array.

From this perspective, traditional techniques, with minor modifications, can be used

to construct an adaptive beamformer. However, the distributed nature of the system

introduces immense practical challenges.

The challenges of successfully deploying distributed coherent beamforming include,

but are not limited to, time-frequency synchronization, data starvation, data staleness,

and computational load of beamformer construction. All of these factors intermingle

together in complex ways that ultimately affect beamforming performance. Most

fundamental to any distributed coherent system is time-frequency synchronization. I

require carrier frequency alignment to be within a small fraction of a hertz across the

locally-coherent mesh for robust operation. I employ data driven methods to construct

the beamformer. The distributed nature of the system introduces heavy restrictions

on how much observation data can be exchanged. In a practical system, the data

backhaul must incur only a small cost of the operating resources, while maintaining

sufficiently fast exchange to reduce data staleness. Lastly, processing must operate as

fast as possible to provide robustness to the system.

The typical class of beamformer construction methods adjust the array beam

pattern to point the main lobe toward an optimal direction relative to element

positions and optionally minimize energy from undesired directions. Minimum variance

distortionless response (MVDR) and minimum power distortionless response (MPDR)

are examples of such techniques. Accurate node position information is required
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to achieve optimal performance. The sensitivity of these techniques to positioning

accuracy is increased by the use of mobile, disconnected elements.

My methodology does not require explicit knowledge of the environment, rather, I

exploit knowledge of the waveforms to estimate the required characteristics, which

I will refer to as "waveform-exploitation". I construct an adaptive wideband beam-

former using an minimum mean square error (MMSE) objective. I instead deploy

known waveforms and observe the perturbations they undergo while passing through

communications channel. Information about the precise relative positions of each

receive and transmit element is embedded within the observations and implicitly used

during construction.

All of these methods utilize a spatial, optionally spatiotemporal, covariance matrix

to inform the placement of nulls in the beam pattern to reject interference. The

propagation characteristics of interference sources are contained within this quantity.

Thus data exchange of snapshots, used to estimate this quantity, among mesh elements

is necessary to achieve interference rejection. Techniques that maximize the signal

to interference plus noise ratio (SINR), including MVDR, rely upon an interference

plus noise covariance, which may be an impractical quantity to obtain. Free-running

communications signaling would not be permitted using these strategies. The MMSE

and MPDR methods use covariance matrices that can include structure attributed to

the signal of interest, but incur some risk of self-nulling. I employ the MMSE method

to avoid sensitivities toward array element position knowledge and to more practically

achieve interference rejection capabilities, as well as adaptations to alleviate the risk

of self-nulling.
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1.1 Prior Work in Distributed Coherent Beamforming

In this section, I will discuss prior research and efforts in both distributed mesh

beamforming and in software defined radio networks. There are many different

approaches to utilizing multiple elements in an RF system. However, I will focus on

recent research in the sub-field of distributed beamforming and coherence.

Distributed coherent systems combine distributed elements via synchronization or

other reconstruction techniques to achieve performance improvements. Distributed

mesh beamforming refers to using distributed elements similarly to a classical antenna

array. This is done by applying adaptive weightings to each of the distributed elements.

There are several different regimes in which distributed coherence operates. For

example, radio astronomy systems with distributed receivers, commonly rebuild

coherence through the use of extensive post processing, reducing requirements on

receiver synchronization. However, positioning and timing applications require absolute

coherence, having both cycle and phase synchronized [18]. The presented distributed

beamforming system falls somewhere in between, requiring the correct phase, but

the overall system synchronization can tolerate a few cycle slips. The design in [18]

enables phase-accurate distributed coherence simultaneously with communications.

This provides a basis for the presented distributed beamforming algorithm.

The feasibility of this class of systems is established in [35], including cases with

higher phase variance. There is a tradeoff established between poor synchronization

and the maximum gain that can be achieved. In a following paper, further challenges

are discussed and progress in lab demonstrations of such systems is shown [30].

Another approach presented in [7] achieves the desired SNR gain through combining
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coding decisions, and shared hard decisions. However, this approach does not consider

robustness to interference.

In [40], the feasibility of the final transmit beamforming stage is established, with

a set of low size, weight, power, and cost radios performing transmit beamforming to

substantially increase range and robust communications to a distant receiver.

In [4], the signal-to-interference-plus-noise ratio (SINR) loss associated with per-

forming the channel estimation simultaneously with the data transmission is charac-

terized for distributed transmit beamforming.

In [3], an algorithm that enables timing synchronization to approach fundamen-

tal bounds is presented. It also discusses the enablement of distributed coherent

beamforming techniques.

Most recently, researchers have implemented practical systems on common off the

shelf (COTS) hardware that achieve some of the goals and demonstrate feasibility.

In [34], a simple version using 3 distributed nodes achieve frequency synchronization

through limited feedback from the receiver fed into an Extended Kalman Filter (EKF).

Beamforming is achieved through 1 bit feedback used to tune phase. This system

resulted in SNR gain approximately 1.5 dB away from the N2 (where N is the number

of mesh antenna elements) bound on SNR improvement. However, it required a long

convergence time.

Similar results are achieved in [36, 31], with a key difference being that a reference

LO signal was transmitted over the air to the nodes in the virtual array and used for

synchronization.

Time synchronization was explored and demonstrated over the air in [46] again

using COTS radios. They brought their systems within about 5 Hz and less than 1
16

of a sample residual timing offset, sufficient to achieve SNR gain.
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In [14, 13], these SNR gain focused systems are extended yet again into mobile

platforms. The beam is shaped using a controlled guide transceiver to assist in

phase adjustment feedback. Frequency synchronization is achieved through feedback

from the destination receiver. Some bounds and distributions of beamformer phase

estimates are explored.

1.2 Contributions

In this report, I make the following contributions in the field of distributed coherent

communications:

1. Discuss distributed coherent mesh beamforming techniques and solutions,

2. Develop a space-time distributed beamformer that mitigates interference,

3. Discuss performance considerations, fundamental bounds and practical chal-

lenges,

4. Present solutions and approaches to address practical challenges and enable

implementation a real-world system,

5. Develop a data exchange and real-time distributed coherent processing platform,

6. Develop a real-time distributed frequency synchronization subsystem,

7. Experimentally demonstrate real-time synchronization and distributed coherent

beamforming, including interference mitigation with 8 elements.

In addition, Dr. Daniel Bliss, Dr. Owen Ma, Dr. Andrew Herschfelt and Isabella

Lenz were key contributors to the distributed coherent beamforming research and

demonstrations.
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1.3 Notation

In this document, I will use the following notation. Let (·)† denote the hermitian

conjugate, let (·)T denote the transpose, and let (·)∗ denote the complex conjugate.

I use the underline · to indicate a row vector and ‖ · ‖ to indicate the L2 norm.

Let � be the Hadamard (element-wise) vector or matrix product. Let (·)◦−1 denote

the Hadamard (element-wise) inverse of a vector or matrix. Let (·) � (·) denote

the Hadamard (element-wise) division of two vectors or matrices. Let the form

1→ x→ · · · → 1 denote a distributed beamforming system configuration, where x is

the number of antennas in that stage of mesh. For example, a one-stage distributed

coherent mesh beamforming system with a single relay stage and N mesh nodes in

that relay would be denoted as 1 → N → 1. Accordingly, 1 → N → M → 1 refers

to a two-stage distributed coherent mesh beamforming system with two relay stages

with N mesh nodes in the first and M in the second.
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Chapter 2

BACKGROUND

Multiple antenna systems are positioned to take advantage of spatial diversity

through the use of a multiplicity of transmit and receive elements. Spatial diversity

arises from the multiplicity of paths between the transmitting and receiving systems and

can be utilized to improve links over an equivalent single input, single output (SISO)

system. By having multiple antennas at both the transmit and receiving sides, a

system can gain robustness, increased data rate, or resistance to interference [45].

Beamforming techniques can be utilized to realize coherent combining of desired

signals, by considering the set of transmit antennas as an array.

There are many approaches and methodologies to exploiting the multiplicity of

elements and channel paths. Some common ones will be mentioned quickly now, and

the most relevant will be discussed briefly in a following section.

Space-Time coding approaches present one path to leverage multiple antenna

systems. A space-time trellis code distributes a traditional trellis code across multiple

antennas and time slots, thus granting both diversity and coding gain. A space-time

block code distributes a block of data across antennas and time slots, but only produces

the spatial diversity gain.

Another approach is to perform so-called "blind" beamforming, where weights on

an antenna array are estimated from collected environmental data. Thus, there is no

need to know any parameters of the transmitter, receiver, or interference positioning.

The opposite approach is "informed" beamforming (or nonblind) where the element

14



locations are known. This is seen in phased arrays such as an Active Electronically

Scanned Array (AESA), which is scanned across at various angles.

There are other types of diversity, such as time, frequency or cooperative diversity

that can be exploited by communications systems to achieve similar gains [6].

2.1 MIMO Channels

multiple-input, multiple-output (MIMO) channels arise from the use of multiple

transmit and receive elements. The often discussed single-input multiple-output

(SIMO) and multiple-input single-output (MISO) channels are simply degenerate

versions of the MIMO channel, where one of the dimensions is reduced to 1. The

SIMO channel with a single transmitter with multiple receivers, and the MISO with

multiple transmitters and a single receiver.

A signal is considered to be narrowband when the channel between each of the

transmit and receive elements can be characterized by a single magnitude and phase

shift. This holds when the bandwidth B of the signal is small compared to the inverse

of the channel delay spread (∆t). It is often referred to as flat-fading, since the same

complex attenuation can be used across frequencies, as opposed to a frequency-selective

channel, where the complex attenuation varies with frequency. The elements in the

flat-fading channel matrix H ∈ Cnr×nt contain the complex attenuation from each

transmitter to each receiver, where nr is the number of receivers used and nt the

number of transmitters.

A received signal z(t) ∈ Cnr×1 is written as

z(t) = H s(t) + n(t). (2.1)

Since processing is performed with discrete numbers of samples, we rewrite for ns
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samples as

Z = H S + N, (2.2)

where the received signal is given by Z ∈ Cnr×ns and the transmitted signal by

S ∈ Cnt×ns . The noise here includes external interference and is given by N ∈ Cnr×ns .

This implies that the channel is static over the time period spanned by the ns samples.

This can all be extended to a wideband (dispersive channel) by instead of using single

complex numbers to represent each element to element channel, instead representing

each element to element channel as a filter of appropriate length.

2.1.1 Space-Time MIMO Channels

The previously discussed MIMO channels are narrowband, or flat-fading models.

They can be quickly extended to either a time-varying (wideband) model (H(l)) or

frequency-selective formulation (H(f)), which are equivalent modulo a transformation

in analysis domain. The previously single tap filters are now filters of some length

L related to the channel coherence time. The received signal can then be written as

z[n] =
∑L

l=0 H[l]s[n− l]+n[n]. It can sometimes be convenient to convert this discrete

convolution into a single matrix multiplication. This can be achieved by rewriting

the time-varying collection of channel responses into a single channel matrix with the

following construction:

Haugmented =



H[0] H[1] . . . H[L] 0 . . . . . . 0

0 H[0] H[1] . . . H[L] 0 . . . 0

... . . . . . . . . .
. . . . . . . . .

...

0 . . . . . . . . . H[0] . . . . . . H[L]


(2.3)
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We can then conveniently reuse the previous received signal formulation, now for

wideband channels and discretely sampled z[t] ∈ Cnr×1 being written as

z[n] = Haugmented s[n] + n[n]. (2.4)

2.2 Beamforming

An array of antenna elements can be used to "shape" a received or transmitted

signal, by shifting received signals to coherently combine at a single point. This then

can improve the SNR of a received signal, and/or be used to mitigate interference.

It is assumed that the delay spread introduced by the channel across the antenna

elements will be resolvable. Practically, this is not always true, complicating the

problem. It is also assumed that there is no scattering.

It is assumed that there is a signal, or multiple signals located in some region of a

space-time field. Noise and possibly interference are also located in some region of the

same space-time field. In the systems and problems of interest, these two regions have

at least some overlap. Typically, the field is spatially filtered, so that a signal from a

particular angle, or set of angles, is strengthened by constructive interference, and

noise and interference from other angles are rejected through destructive interference.

Array design is determined by two aspects, the first being geometry. The geometry

sets basic constraints on performance and behavior. For example, a linear array can

only resolve one angular component.

The second is the design of the complex weights of the data at each receiver. The

choice of these weights determines the spatial filtering characteristics of the array for

a given geometry. These weights can also be chosen in post-processing to achieve

different effects on the signal.
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Take a plane wave incident on the array. The characteristic direction information

of the plane wave can be found within the wavevector, k ∈ R3×1. The wave vector

points along the direction of propagation and has magnitude ||k|| = 2π
λ
. The complex

representation of the propagated plane wave as a function of time and position (in

other words, the solution of the wave equation) can be written as

ψ(x, t) = ae−iωt+ik·x (2.5)

The complex amplitude attenuation is given by a ∈ C, and the phase of the

attenuation is defined by the position and phase of the source.

Under narrowband conditions, the received signal at the array is then an attenuated

and delayed version of the transmitted signal,

zm(t) ≈ eik
Txm s(t− τ0), (2.6)

where x ∈ R3×1 is the distance from some origin.

The eik·xm term can be understood geometrically by recognizing that the phase

difference at each of the antennas is the result of the relatively time delay between the

plane wave arriving at each of the antennas. This delay is proportional to the relative

position of the antennas along the direction of the wavevector. This delay relative to

the origin for each antenna can be written as

∆tm =

k
||k|| · xm

c
(2.7)

A complex steering vector is developed that when applied to the signal to be

transmitted or its received signal, will create the desired beamforming effect. This

steering vector is dependent upon the angles at which the received signal is incident

upon the array. This receive beamforming w ∈ Cnrx1 contains complex coefficients

that modify the phases and amplitudes of the nr signals received by the array. It
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then sums them after the applied shifts, to produce the single received data stream.

This beamformer is the construction of the spatial filtering discussed earlier. There

are a variety of ways to construct this beamforming, from either physical parameters,

statistical parameters or simply to sweep a directed beam across the array.

Adaptive beamforming is one such method, with the concept being to sense

the environment, and adjust the beamformer to improve the system performance.

Flexibility is typically limited to just estimating parameters at the receive side rather

than adapting full systems such as in cognitive radios. Typically the system design

goal is to increase the gain with regard to the signal of interest and reject interference.

Consider the signal S ∈ Cnt×ns at complex baseband, which will be known at the

receiver, and the received signal as Z ∈ Cnr×ns . The signal S is commonly referred

to as the training sequence or pilot signal. Let S also be the normalized version of

the transmitted signal X ∈ Cnt×ns , so that S is given as S =
√

P0

nt
X, where P0 is the

total noise-normalized power.

2.2.1 MMSE Beamforming

By considering the beamforming matrix W ∈ Cnr×nt as a linear operator, an

estimate of the transmitted signal can be written as X̂ = W†Z. One common

method is to perform minimum mean-squared error (MMSE) spatial processing.

First, consider the error matrix E ∈ Cnt×ns given by E = W†Z − X. The mean-

squared error between the beamformer output and the transmitted signal is given as

E[||E||2F ] = E[||W†Z−X||2F ] = tr{E[(W†Z−X)(W†Z−X)†]}.

Next, to minimize the above mean-squared error, the derivative with respect to an
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unknown parameter α of the beamformer W will be set equal to 0,

∂

∂α
E[||E||2F ] = 0 (2.8)

=
∂

∂α
tr{E[(W†Z−X)(W†Z−X)†]} (2.9)

= tr{E[
∂

∂α
(W†Z−X)(W†Z−X)†]} (2.10)

= tr{E[(
∂

∂α
W) Z(W†Z−X)†]}+ h.c. (2.11)

= tr{(E[ZZ†]W − E[ZX†])
∂

∂α
W}+ h.c. (2.12)

It becomes evident that this equation is only satisfied if for all beamformers W the

argument of the trace is zero. Thus, E[ZZ†]W−E[ZX†] = 0, yielding a beamforming

matrix W = E[ZZ†]−1E[ZX†].

Practically, these expectations can’t be evaluated exactly, thus they are typically

approximated over some number of samples ns. If ns � nr and ns � nt, then the

expectations are well approximated as

E[ZZ†] ≈ ZZ† (2.13)

E[ZX†] ≈ ZX†. (2.14)

Combining the relationships with the previously calculated beamformer, the

set of approximate MMSE beamformers are found in the columns of W given by

W ≈ (ZZ†)−1ZX†. This solution also happens to be the least-squared error solution.

This is just one example of a method to determine a beamformer for use with an array.

It is also an example of a so-called "blind" beamformer, where no knowledge of element

positions, or other external input knowledge is used, rather just training samples and

environmental sensing. This solution is also readily extendable to dispersive channel

(wideband) formulations.
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2.3 Mesh Relay Systems

There exist a multiplicity of approaches to leverage distributed relays for perfor-

mance improvement. I will now briefly discuss a few of the most relevant.

2.3.1 Amplify and Forward

Amplify-and-Forward (AF) approaches utilize a relay to receive a message from the

transmitter, amplify the message, and retransmit towards the destination with greater

power than previously realized at the receiver. This can yield incoherent combining

gains. There are many protocols put forward to leverage Amplify-And-Forward relay

principles. They typically leverage time slots shared between relays and the source,

such as the non-orthogonal AF (NAF) protocol which implements a half-duplex system

[23]. This approach is characterized by two phases. In the first, the source sends the

first signal to both the receiver and relay system. In the second phase, the source

sends a second signal to the receiver, and the relay amplify-and-forwards the signal

received in the first phase. This results in a multiple copies of the received signal

at the receiver, displaced in time, which can then be leveraged to achieve diversity

gain. Full-Duplex AF approaches also exist, such as the linear relaying or dual-hop

AF approaches discussed in [23]. However, these approaches result in self-interference

challenges.

21



2.3.2 Decode and Forward

Decode-and-Forward techniques employ relay nodes that can decode the message,

re-encode and modulate and retransmit. This improves the retransmitted SNR as it

no longer retransmits noise. However, performance is now limited by the ability of

the relay to successfully decode, and if there are any errors, they will be propogated

and the message lost or degraded at the destination. Decode-and-Forward techniques

can also take advantage of distributed codes that make better use of the distributed

relay resources [44].

2.3.3 Space Time Block Codes and Other Approaches

Space-Time Codes can be applied across the distributed relay to realize diversity

gains. The signal from the transmitter is received at the relay, and each element in

the relay applies a portion of the space-time block code [44]. Similarly, there are

systems known as barrage relays, that apply a random time and/or phase shifts at

each relay element. This results in multipath-like diversity at the receiver, allowing a

well designed receiver to recover the shifts and realize diversity gain.

2.4 Software Defined Radio Systems and WISCANet

Commercial radio systems are often implemented on FPGAs or ASICs. These

platforms offer high efficiency and performance, but are time-consuming to develop for,

require specialized hardware knowledge, and typically have substantial non-recurring

engineering costs. These solutions, while favorable for mass-produced technologies,
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are neither viable nor accessible for conducting research on novel RF techniques.

Commerical SDR platforms have made advanced over-the-air RF research more

accessible and affordable, but common software environments and tools often don’t

scale well to network applications or high-performance techniques. While there are

many excellent open-source tools to support these SDRs, these solutions are typically

insufficient for intermediate to advanced RF research.

WISCANet addresses these challenges by providing a scalable control architecture

for commercial SDR products. WISCANet allows users to quickly develop on networks

of SDRs without specialized hardware knowledge, and test over-the-air applications

with minimal hardware configuration. By abstracting the hardware controls away from

the user, WISCANet allows a non-expert user to deploy an OTA application by simply

defining a baseband processing chain in a high level language. This technology reduces

transition time between system design and OTA deployment, accelerates debugging

and validation processes, and makes OTA experimentation more accessible to users

that are not radio hardware experts. WISCANet is a hardware-agnostic control

software that automatically configures and controls a software-defined radio (SDR)

network [20, 21]. I leverage the fundamentals of WISCANet for the over-the-air

system demonstration in this work. WISCANet leverages the Ettus USRP family of

software-defined radios.

2.4.1 Ettus USRP and UHD

The Universal Software Radio Peripheral (USRP) is a product series developed by

Ettus Research [11]. This product line consists of embedded system-on-chip (SOC)

radios (E series); Universal Serial Bus (USB) radios (B series); Ethernet radios (N
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series); and wide bandwidth radios (X series). Each model targets different frequency

ranges, sampling rates, and processing requirements [22]. The USRP Hardware

Driver (UHD) is an open-source C++ library and API for systems leveraging the

USRP, which can be used to build radio applications without understanding the full

details of the underlying hardware [43].
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Chapter 3

DISTRIBUTED MESH BEAMFORMING

The distributed coherent mesh relay network is comprised of radios that are

designated either as initiating transceivers (the transmitter and receiver on either end

of the relay), or mesh nodes. All radios, both initiating transceivers and mesh nodes,

are single antenna systems. Initiating transceiver nodes are radios through which

users can interface with the network. The system propagates the signal of interest

(also referred to as the payload) through the transmitter. The initial transmitter

potentially augments that signal to facilitate propagation throughout the network.

The initial transmitter node forwards this modified signal to a collection of distributed,

locally-coherent relay nodes. The relay nodes pre-distort and augment the received

signal. Then, the relay nodes cooperate to forward the pre-distorted and augmented

signal to either another mesh or a receiving node. If another mesh is the target set of

receivers, then the process repeats. Otherwise, the receiving node effectively removes

any remaining augmentations to isolate the signal of interest and outputs it for further

decoding or use. The radios and algorithms that comprise this network are designed

to be low size, weight, power, and cost, while being able to overcome long transmit

distances and interference sources. A robust communications link can be developed

given the constraints by leveraging beamforming to introduce significant receive power

gain while mitigating interference.

The network acts as a “bent-pipe" by treating each mesh as if they were antenna

arrays, where each node is one element. The unique aspect of this approach is that
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Figure 3: Single mesh topology: transmitting node to distributed mesh to final
receiving node in the presence of an interferer.

Figure 4: Dual mesh topology: transmitter node to distributed mesh to another
distributed mesh to final receiving node in the presence of interferers at each relay
stage.

predistortion filters are applied to the the relay signals such that the signal of interest

coherently combines and the interference is rejected only upon arrival at the receiving

node antenna. In other words, receive beamforming is accomplished through transmit

beamforming. Thus, any receiver not co-located with the receiving node will not see

the increased signal of interest power or rejected interference, and, in fact, will see

incoherent combining of the interference.

Bidirectional communications can be supported through either time or frequency-

division duplexing, where a single antenna is devoted to each direction. The algorithm

used is the same in both directions, but must have two independent realizations of the
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Figure 5: Interference received at the mesh is retransmitted along with the signal
of interest, and combining for SNR gain and interference migitation occurs at the
receiving user.

beamformer because, with the introduction of interference, reciprocity is not observed.

Optionally, to support a bidirectional communications system, underlay waveforms

could be leveraged at each stage to supply training information and some information

feedback. The only augmentation an initaiting transceiver performs is the addition of

a low-power underlay and potentially a center frequency translation from the input

signal, acting effectively as a smart antenna. Mesh nodes would then process their

incoming streaming information at baseband by filtering out most of the underlay

and applying the required predistortion filter to implement beamforming. Mesh nodes

then prepare the retransmission by adding the appropriate additional underlay and

center frequency shift. This approach offers waveform agnosticism and some level of

computational simplicity, which allows nodes to be flexible and attritable. There are

no operations that decode the signal of interest and the computations for building
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the beamformer are “generic" further enabling the consideration of the system as a

“smart" antenna or “bent pipe".

Some system and network infrastructure is necessary to support such operations.

The relay system requires the support of an intramesh data exchange network to

supply the mesh relay nodes the information needed to compute the beamformers.

Additionally, a a time-frequency synchronization background process is required to

facilitate distributed coherent beamforming.

In the remainder of this chapter, I discuss a compound channel extension of the

traditional spatial and spatio-temporal MMSE beamforming problems. I first discuss

the spatial (flat fading channel, narrowband) model to introduce the nuances. Using

the space-only models enables quicker understanding of the beamformer’s construction

and its performance bounds. I then introduce the spatio-temporal (dispersive channel,

wideband) form. In the following section, I discuss adjustments and adaptations to the

space-time beamformer, so that this system is more practical to implement. Lastly, I

discuss methods for measuring the performance of such a system.

3.1 Adaptive Spatial Relay Beamformer (1→ N → 1)

The traditional spatial MMSE receiver beamformer is described here, and then

adapted. Note that for this system, the "receive" beamforming is implemented in the

mesh to the final receiving node by using a novel transmit beamforming approach, as

depicted in Figures 4 and 3. Typically, an array of receive antennas would be wired

to a central processing system [45].

For a receive beamforming system processing NmA receive antennas and ns received

training samples str ∈ C1×ns , propogation channels to each element h ∈ CNmA×1, with
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J being the interference channel(s), T the transmitted interference signal(s), and N the

received complex noise at each element, the narrowband beamformer wrx ∈ CNmA×1

is given by

wrx = C−1 ρ (3.1)

C =
1

ns
E[(h str + J T + N) (h str + J T + N)†] (3.2)

ρ =
1

ns
E[Ztr s†tr] (3.3)

where J T + N indicates the interference and noise contributions. Practically, the

expectations over all realizations cannot be taken, so estimates must be made by using

the training samples like so:

wrx = C−1 ρ (3.4)

≈ (Ztr Z†tr)
−1 Ztr s†tr (3.5)

The transmitted data is then recovered from the received data by applying the

beamformer like so:

ŝdata = w†rx Zdata , (3.6)

It is worth noting that the covariance estimate C may or may not include the

signal of interest. The resulting performance is unchanged and the beamformer values

dare the same up to a known shift in scale [45].

For the distributed system, there are no wired connections between the mesh

and the final receiving node. Consequently, this receive beamforming is implemented

through the use of transmit beamforming.

The beamformer used to perform transmit beamforming to the receiver node must
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be adjusted with the appropriate complex gains such that

wrx = w � h∗B (3.7)

w = wrx � h∗B (3.8)

where w ∈ CNmA×1 is the applied transmit beamformer and hm→B ∈ CNmA×1 is the

channel between the elements of the mesh and the final receiving node. The wrx is

the receive beamformer discussed previously. To correctly evaluate performance, the

transmitted sum power across the antennae must be equal to the initially received

sum power across the mesh antennae.

The distributed mesh beamforming system exploits knowledge of training wave-

forms to construct the beamformer. A known training waveform is added to the

payload signal. A beamformer suitable for the payload signal can be constructed by

observing how the environment affects the training data. This beamformer minimizes

the mean square error between the training data and the reception at the terminal

receiving node [19].

We have come to this solution somewhat intuitively by seeing the situation as a

receiver beamformer with "noisy" and unequal length wires connecting each antenna

that must be compensated for. We can also construct the beamformer from first

principles by constructing an appropriate objective and optimizing. This will become

important for the spatio-temporal version as the "noisy" wire compensation cannot

be so neatly unfolded.

I define the signal model as follows. The initial transmitter node first transmits

the training waveform s to the NmA mesh nodes. The signal s passes through the

nth path of channel A (the channels from transmitted to mesh), hA. Each node also

receives an observation of a interfering signal j that has passed through the nth path

of hJ . Lastly, the mesh accumulates some complex noise q
n
. The signal model for the
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reception at mesh node n is given by

zn = hA,ns + hJ,nj + q
n
. (3.9)

It is convenient to define and refer to the quantity

Z =


z1

...

zN

 , (3.10)

which compiles all observations. Each mesh node applies a predistortion transmit

filter to the reception before retransmitting. In this case, the filter is purely spatial,

so a simple amplitude and phase adjustment is applied. Mesh relay node n transmits

w∗nzn . (3.11)

The nth relay signal passes through the nth path of channel B (the channels from

mesh to receiver) hB. The final target receiver node reception is modeled as

g =
N∑
n=1

hB,nw
∗
n

(
hA,ns + hJ,nj + q

n

)
+ q

B
(3.12)

=
N∑
n=1

hB,nw
∗
nzn + q

B
(3.13)

= w†diag(hB)Z + q
B

(3.14)

= w†Y + q
B
, (3.15)

where

Y =


y
1

...

y
N

 =


hB,1z1

...

hB,NzN

 . (3.16)
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Matrix Y contains in its rows each node’s re-transmitted signal having passed through

the various paths of the second channel. This is effectively a hypothetical version of

the completed re-transmission based on an estimate of channel B.

I now find a beamformer that minimizes the error between the final reception

y and s. Only w∗nzn is transmitted, so w must account for hB ahead of time. The

compound channel MMSE problem is expressed as

min
w

‖w†Y − s‖2 . (3.17)

The setup of this minimization problem is unconstrained, however a real system’s

hardware has a physical constraint on re-transmitted output power, which represents

a path of future study. The original adaptive receive beamformer discussed occurs

when hB = 1, which indicates that the final channels are perfectly wired to the same

processing unit.

To solve the minimization, I expand the quadratic term in Equation 3.17, take the

derivative while leveraging Wirtinger derivatives because w is complex, set the result

to zero, and solve for w as follows:

(
w†Y − s

) (
w†Y − s

)†
= w†YY†w − sY†w −w†Ys† + ss† (3.18)

0 =
∂

∂w†
[
w†YY†w − sY†w −w†Ys† + ss†

]
(3.19)

= YY†w −Ys† (3.20)

YY†w = Ys† (3.21)

w =
(
YY†

)−1
Ys† (3.22)

w = C−1r . (3.23)

Only in the spatial model, by rearranging some terms within the MMSE beamformer
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expression we find the following form:

w =
(

(diag(hB)Z) (diag(hB)Z)†
)−1

diag(hB)Zs† (3.24)

= diag(h∗B)−1 (ZZ)−1 Zs† . (3.25)

This form confirms the intuitive approach we took to constructing the transmit

beamformer previously, with each element of the typical receive beamformer being

“backed off" by h∗B,n.

The form C−1r is common to many adaptive beamformer constructions. The

beamformer is constructed by multiplying the inverse data covariance matrix with

the cross-correlation vector. Coherent combining properties are provided by the

cross-correlation r, which essentially quantifies the combined effects of channel B

and channel A. The term r = Zs† differs from the least squares estimate of channel

A by the normalization term, 1
|s|2 . Interference mitigation properties are provided

by C−1. The matrix C is essentially comprised of an uncorrelated noise component

and a sum of rank-1 components that correspond to each source in the environment.

This matrix is the only term in the solution that contains information about the

interference source’s propagation characteristics. Information about the signal of

interest is contained within C as well, which leads to concerns of self-nulling.

Without loss of generality, consider a scenario without interference and hB = 1.

In the limit, the covariance matrix is given by

hAh†A + σ2I , (3.26)

where I have assumed the noise power across nodes is equal with strength σ2, and the

cross-correlation converges to and the correlation converges to

hA|s|2 . (3.27)
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Utilizing the Woodbury matrix identity and applying the resulting inverse to r reveals

that the presence of hAh†A within C only introduces a scaling factor on w granted C

and r are well estimated. The beamformer is given by

1

σ2

(
I− 1

σ2 + |hA|2
hAh†A

)(
hA|s|2

)
. (3.28)

This result is the same as the SINR maximizing beamformer, differing by only the

scaling factor. The scaling washes away as the signals inevitably need to be rescaled

to maximize their occupancy of the digital-to-analog converter (DAC) dynamic range

without clipping. Although the ceiling of performance is the same, there is still a

risk of self-nulling. According to equation 3.28, inaccuracies in the estimate of r or

the hAh†A component of C causes performance degradation through self-nulling. A

similar exercise can be performed including the interfering component to observe how

inaccuracies in covariance estimation and thus a misrepresentation of the interference

characteristics affects nulling performance.

Creation of the beamformer depends on having prior knowledge of channel B hB,

whereas the incoming channel to the mesh is implicitly estimated along with the

interference properties. Practically, this quantity must be estimated, and possibly

predicted and tracked to compensate for any delay in application of the estimated

beamformer. The performance of the channel estimate scales directly with the number

of samples used to integrate, assuming the SNR is a fixed quantity. Mesh relay nodes

incorporate additional training sequences to the relay signal to sound the channel.

The channel sounding waveform must not be processed by the beamforming filter.

The receiver can then estimate all of the incoming channels from the mesh and provide

this information back to the mesh for computation of the beamformer. Each mesh

node must use an independent sequence s, for a CDMA style channel estimation

approach, or the same sequence but separated in time (TDMA). The TDMA solution
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introduces issues with alignment of the channels in time across the mesh, increasing

requirements on timing precision. The CDMA solution requires far more samples to

yield an estimate of sufficient quality due to the interference of the other mesh elements

as true synchronous CDMA is nigh impossible in this distributed configuration. One

possible solution is the least squares channel estimator, where h is the complex-valued

channel in question [6]:

min
h

(y − hs)(y − hs)† . (3.29)

The solution is found by taking the complex derivative with respect to h∗, setting

the derivative to 0, and solving for h results in the following expression:

0 =
∂

∂h†
[
yy† − ys†h† − hsy† + hs(hs)†

]
(3.30)

0 = −ys† + hss† (3.31)

ys† = hss† (3.32)

ĥ = ys†(ss†)−1 . (3.33)

3.2 Adaptive Space-Time Relay Beamformer (1→ N → 1)

To build a practical system, a beamforming filter that can handle fading (dispersive

channels) must be constructed. Practically, as the elements in the mesh grow further

and further apart, delay between each of them and the transmitter and receiver will

vary. This must be compensated for. The minimum number of taps required can be

determined by looking at the worst case delay spread: nwmin = d2Dmax
c
fse. Dmax is

the maximum pairwise distance between any two mesh elements, c the speed of light,

and fs the sampling rate required for the desired signal bandwidth. The filter length

of the beamformer (w) nw ultimately is a design parameter that must be set long
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enough to handle a maximum expected delay spread, which could increase over the

worst case from system geometry due to motion or channel scatterers. It is recommend

to add a few additional taps to ensure robust operation and improve the quality of

the final solution. I now construct the spatio-temporal version of the beamformer.

The mesh node n dispersive reception model is given by

zn = hA,n ∗ s + hJ,n ∗ j + q
n
, (3.34)

where the ∗ operation denotes a convolution. Each channel is now represented by a

complex finite impulse response (FIR) filter. Mesh relay node n applies a predistortion

transmit filter of length nw taps to the reception and transmits

w†n ∗ zn . (3.35)

The nth relay signal passes through the nth path of channel B, hB,n. The final reception

at the target receiver is modeled as

g =
N∑
n=1

hB,n ∗w†n ∗ zn + q
B

(3.36)

=
N∑
n=1

w†n ∗ y
n

+ q
B

(3.37)

=
N∑
n=1

w†nỸn + q
B

(3.38)

= w†Ỹ + q
B
, (3.39)

where y
n
represents the nth re-transmission through its corresponding path in channel

B. Define the nth re-transmission through its corresponding channel B as

y
n

= hB,n ∗ zn . (3.40)

The optimization problem is of the same structure, with multiplications becoming

convolutions with the introduction of temporal filters. To find the space-time relay
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beamformer, minimize ∥∥∥∥∥∑
n

(wn ∗ hB,n ∗ zn)(t)− s(t)

∥∥∥∥∥
2

(3.41)

where n indexes the nodes in the mesh network.

This can be rewritten in vector-matrix form as:

∥∥w†HBSTZST − s
∥∥2 . (3.42)

The derivation is the same as the spatial beamformer, with the exception HBST

represents the convolution of channel B into ZST, instead of the previous single-tap

channel, when forming the hypothetical reception matrix Ỹ = HBSTZST. The solution

is

w = ((HBSTZST)(HBSTZST)†)−1(HBSTZST)s† . (3.43)

Restructuring w yields the impulse responses of the beamforming pre-distortion filters.

This form reduces to the spatial only case if the number of taps used is 1. The matrices

are set up to perform the convolutions through matrix multiplication, and also include

the temporal augmentations.

HBST =



HB,1 0 . . . 0

0 HB,2

... . . .

0 HB,nr


(3.44)

HB,n =



hB,n(1) . . . hB,n(nh) 0 . . . 0

0 hB,n(1) . . . hB,n(nh)

... . . . . . . . . .

0 hB,n(1) . . . hB,n(nh)


(3.45)
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HBST has dimensions of nrnw × (nh + nw − 1)nr, where nh is the number taps in

the final channel and nw is the number of taps in the beamformer. Note that this

matrix tends to not be square.

ZST =



Z1

Z2

...

Znr


(3.46)

ZST has dimensions of (nh + nw − 1)nr × (ns + nh + nw − 1)

Zn =



zn(1) . . . zn(ns) 0 . . . 0

0 zn(1) . . . zn(ns)

... . . . . . . . . .

0 zn(1) . . . zn(ns)


(3.47)

We can also define another matrix Ỹ = HBSTZST, which is can be viewed as being

formed of the following components:

Ỹn =



y
n
[0] y

n
[1] y

n
[2] . . .

0 y
n
[0] y

n
[1]

. . .

0 0 y
n
[0]

. . .
... . . . . . . . . .


, (3.48)

and then stacked according to the structure,

Ỹ =


Ỹ1

...

ỸN

 . (3.49)
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Lastly, w contains all NmA beamforming filters within it. Given the structuring of

Ỹ, individual filters can be parsed out by reading out groups of sequential coefficients,

where the length is the specified number of taps.

w =


w1

...

wNmA

 (3.50)

Each wn must be complex conjugated before handing them off to be convolved with

zn as a result of the problem setup.

Again, a mesh to receiver channel estimate must be provided, however, each

channel estimate is a temporal filter. A least squares channel estimator using a tapped

delay line model can be formulated as follows [6]:

min
h

(y − hS)(y − hS)† (3.51)

can be used here, where the number of shifts is the number of desired delays (taps) to

estimate:

S̃ =



s[0] s[1] s[2] . . .

0 s[0] s[1]
. . .

0 0 s[0]
. . .

... . . . . . . . . .


. (3.52)

Taking the complex derivative with respect to h† while leveraging Wirtinger derivatives,

setting the result to 0, and rearranging the expression produces the channel estimate

39



as shown in the following sequence:

0 =
∂

∂h†
[
yy† − yS†h† − hSy† + hS(hS)†

]
(3.53)

0 = −yS† + hSS† (3.54)

yS† = hSS† (3.55)

h = yS†(SS†)−1 . (3.56)

3.3 Operating Regimes

As a result of the bent-pipe relay approach, the SNR gain observed is dependent

upon whether or not the retransmitted combined noise from the mesh nodes dominates

the noise at the final receiver. Two operating extremes exist. When the final receiver’s

noise dominates, the SNR gain is N2. When the combined retransmitted mesh noise

dominates, the SNR gain is simply N . The power gain of the signal of interest scales

by N2 regardless, only the dominating factor of the noise changes. These scenarios

arise when the relayed signal arrives at one receiver stage with a higher average

SNR compared to the other. A smooth transition between the two regimes can be

achieved by adjusting the received power of the predistorted relay signal. However,

in certain scenarios or network configurations, the approach is insufficient. While

the previously discussed system and MMSE solutions enable powerful performance

enhancements compared to single-antenna links, the approach is insufficient in certain

network configurations and geometries. The key operating regimes of the system

are shown in Figure 6. The “intermediate distance problem” occurs when there is

insufficient realized receive power at one of the stages of the relay system, despite

having realized beamforming gain. This occurs due to constraints on element transmit
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(a) Mitigation dominated
regime.

(b) Range extension domi-
nated regime.

(c) Intermediate distance
regime.

Figure 6: Operational regimes of 1 to N to 1 distributed-coherent beamforming relay
system. The mesh has a total power limit that depends on the output power of
each element (blue dash). To close a given link, the final receiver must receive the
signal of interest at some minimum power threshold (yellow dash). The mesh network
acts as a bent-pipe relay, so any received interference will occupy some portion of
the re-transmitted power (red bars) on top of the actual signal of interest (green
bars). In scenario 6a, the noise power at the mesh dominates the system, limiting the
potential SNR gain to a factor of N . This power distribution scenario occurs when
the Transmitter to Mesh link is long or interference is strong. In scenario 6b, the
noise power at the receiver dominates, limiting the potential SNR gain to a factor
of N2. This power distribution scenario happens when the Mesh to Receiver link
is long, as a result the SNR gain will dominate the retransmitted power. In the
intermediate distance scenario 6c, neither dominates and the potential SNR gain is
limited somewhere between N and N2. This power distribution occurs when the
links between the Transmitter and Mesh, Mesh and Receiver are both longer, or
of "intermediate distance", the system does not fall into one of the previous power
distribution regimes, and fails to close the total link with insufficient retransmitted
power allocation.

power, when the channels both have low SNR, and/or an interferer is present. As a

result of the transmit beamforming approach, the interference power consumes a share

of each mesh element’s transmit power. When this interference power dominates the

retransmitted power and both links have low SNR, the final received power can fall

below the required signal power threshold despite beamforming gain.

The scaling performance of this system assumes that antennas have relatively
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similar access to the channel. An antenna that is significantly shadowed will not

contribute. To be "shadowed" is to have a non-dominant line-of-sight component,

and the dominant components arise from scattering. When spatially mitigating a

large number of interferers, a portion of the signal of interest is lost for each interferer

mitigated. If only a small number of the available spatial degrees of freedom are

employed to mitigate interferers, the effective loss of the signal of interest is typically

small. However, as the number of interferers mitigated increases, loss of the signal of

interest also increases.

3.4 Performance Bounds

The performance of the system can partially be assessed through the signal to noise

ratio (SNR) improvement or SNR gain it achieves. Here, I derive some bounds on the

achievable gain. Consider the narrowband model without interference. I renormalize

the beamformer w as given by equation (3.25) before application such that its L2

norm is
√
N . I denote this beamformer as w′, which is proportionally related to

diag(h∗B)−1hA by the constant c. The narrowband beamformed reception is given by

y = (w′
† � hB)hAs + diag(w′

† � hB)Q + q
B

(3.57)

= ch†AhAs + c diag(h†A)Q + q
B
. (3.58)

First consider that each element of hA and hB is identically, independently dis-
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tributed (i.i.d.) according to CN (0, I). The expectation of the reception is

E
[
ch†AhAs + c diag(h†A)Q + q

B

]
(3.59)

=c

(
N∑
n=1

E
[
|hA,n|2

])
s (3.60)

=cNs . (3.61)

The power of the signal of interest received at the final receiver is therefore

c2N2‖s‖2 . (3.62)

The aggregated noise power is given by

E
[
(c diag(h†A)Q + q

B
)(c diag(h†A)Q + q

B
)†
]

(3.63)

=E
[
c diag(h†A)QQ†diag(hA)c

]
+ σ2

B (3.64)

=c2
N∑
n=1

E
[
|hA,n|2|qn|

2
]

+ σ2
B (3.65)

=c2Nσ2
M + σ2

B . (3.66)

The signal to noise ratio (SNR) of the beamformed signal is

SNRMISO =
c2N2‖s‖2

c2Nσ2
M + σ2

B

. (3.67)

This is a multiple-input-single-output SNR. Notice that the mesh noise incoherently

combines and the signal of interest coherently combines. The noise accumulated

throughout the relay chain may affect the achieved gain. This is a consequence of the

bent-pipe forwarding strategy.

Measuring the gain that the mesh network offers should be performed in reference

to an average single-input-single-output (SISO) SNR. Consider a scenario where a
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single mesh node forwards the signal using the same beamformer. The reception is

given by

y
n

= (ŵ∗nhB,n)hA,ns + (ŵ∗nhB,n)q
M,n

+ q
B

(3.68)

= (c(hA,n/h
∗
B,n)∗hB,n)hA,ns + (c(hA,n/h

∗
B,n)∗hB,n)q

M,n
+ q

B
(3.69)

= c|hA,n|2s + ch∗A,nqM,n
+ q

B
. (3.70)

Using knowledge of the supposed distribution of hA,n and E [|hA,n|2] = 1. The

SNR along path n is given by

SNRSISO,n =
c2‖s‖2

c2σ2
M + σ2

B

. (3.71)

The average SNRSISO can be expressed by the simple average of SNRSISO,n

SNRSISO =
1

N

N∑
n=1

SNRSISO,n . (3.72)

In this case SNRSISO = c2‖s‖2
c2σ2

M+σ2
B
.

A more realistic model to operate within is a Rician channel, in which there is a

distinct line of sight component with a scattering component attached. Generating a

narrow band Rician channel with such characteristics involves evaluating

hA,n =

√
K

1 +K
eiφ +

√
1

1 +K
σs , (3.73)

where K is a factor that controls the relative strength between line of sight and

scattering components, σs represents the scattering component, which is distributed by

CN (0, I). The magnitude of hA,n is drawn from a Rician distribution. Complex values

hA,n are distributed by CN
(√

K
1+K

eiφ, 1
1+K

I
)
. The SNR derivations leveraged the

expected value of the channel’s square magnitude. For a Rician channel, E[|h2A,n|] = 1,

which is the same as the previously used complex Gaussian channel. Consequently,
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the expressions for SNRMISO and SNRSISO remain the same if using Rician channels

since the expectations have the same value. Although the expected behavior of using

Gaussian channels is more or less the same as Rician channels, on a per draw basis

the former can have significant imbalances in attenuation, which can prevent the

system from consistently achieving the performance bound as it effectively denies

equal channel access across all mesh nodes.

This system is designed for operation in line of sight dominant channels with

relatively similar channel access to each mesh node. There exist two extremes of

achievable SNR gains: final receiver noise dominance and mesh noise dominance. This

phenomenon is a consequence of using the bent-pipe architecture. Under receiver

noise dominance, the bound is N2 SNR gain, however if the mesh noise dominates,

the bound becomes N SNR gain.

Consider first when the noise at the final receiver is significantly larger than the

incoherently accumulated noise power at any of the mesh nodes (ie σ2
B � c2σ2

M ). The

approximate average SISO SNR, MISO SNR, and resulting gain are

SNRMISO ≈
c2N2‖s‖2

σ2
B

(3.74)

SNRSISO ≈
c2‖s‖2

σ2
B

(3.75)

Gain =
SNRMISO

SNRSISO
(3.76)

= N2 . (3.77)

A scenario that yields this performance is when the mesh is close to the originating

node but far away from the terminal receiver node (assuming the mesh and the initial

node transmit with the same average power). An example is shown in Figure 6b. As

a result, the transmission is received with significantly better SNR first. The signals
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must then endure a significant amount of attenuation propagating from the mesh to

the final receiver.

Consider, however, if the accumulated mesh noise is significantly larger than the

noise at the final receiver (ie c2Nσ2
M � σ2

B). The approximate average SISO SNR,

MISO SNR, and resulting gain are

SNRMISO ≈
c2N2‖s‖2

c2Nσ2
M

(3.78)

SNRSISO ≈
c2‖s‖2

c2σ2
M

(3.79)

Gain =
SNRMISO

SNRSISO
(3.80)

= N . (3.81)

A scenario that yields this operating regime is when the mesh is farther away

from the transmitting node than the receiving node. Naturally, if one transmission

direction results in a receiver noise dominant operating regime, then the opposite

direction operates within the opposite extreme. An example is shown in Figure 6a.

In these cases, the signal is first received by the mesh with poor SNR. The mesh

forwarded signal is then received with good SNR, but the noise floor is actually set by

the aggregated mesh node noise floors.

There exists a smooth transition between the two regimes, where SNR improvement

between N and N2 is achievable. This transition can be swept through, forming a

surface, by varying the SNRs at each reception stage. One factor that can affect the

actual operating regime is the presence of additional signals in the bent pipe. The bent

pipe essentially forwards along whatever signals were received, including interference.

Interference and noise consume the limited power available for strictly sending the

payload signal. Additional power needs to be given up when underlays are added to

the relay signal. This effectively decreases the receive SNR at the next reception point
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and moves the system’s operating point. There is a range of scenarios where despite

effective beamforming, there is not enough SINR to close the link simply due to a

decrease in the effective retransmit power of the signal of interest.

3.5 Performance Metrics

The SNR gain bound is well known to be N2 with N of the improvement from the

addition of N elements with the same power, and N from the coherent combining [35].

The interference rejection performance is dependent upon the quality of the estimates,

and is proportional to the number of elements in the mesh. I now discuss how to

evaluate against these metrics in a practical system.

3.5.1 SNR Gain

As discussed in the previous bounds section, SNR gain achieved by the mesh

should be measured by computing the ratio of the MISO beamformed payload signal

SNR to the average SISO payload signal. The average SISO SNR should be performed

by only having one mesh node forward at a time. Failing to satisfy that condition

would invalidate the measurement. To make a proper comparison, the average SISO

SNR should be the same during the MISO SNR measurement as was measured during

the SISO tests. Practically, this is easiest to measure without interference in the

environment.
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3.5.2 Interference Rejection

Ultimately performance should be assessed by measuring the INR before applying

an optimal beamformer and after. Each node experiences interference. They receive

the interference sources at some interference to noise ratio (INR). If the array is wired

together, without beamforming, there is some form of gain simply by summing the

data. It is not clear what level of coherency that summation is. This is at the mercy of

the environment. This idea also applies in the mesh relay case. However, the mesh to

final receiver channel affects how the forwarded interference combines. Consequently,

the baseline INR measured can vary.

As a result, there are several reference points that can be used for the evaluation of

interference rejection performance. Similar to SISO SNR measurements, the average

SISO INR that arrives at the final receiver can be measured. From that point, a

perfect incoherently combined MISO INR can be set, which is the average SISO INR

multiplied by the number of nodes. The INR that results without beamforming should

be compared to the perfect incoherently combined INR. If the interferer arrives at the

final receiver with gain greater than the perfect incoherent gain, then does the system

get to take credit for that reduction? There is a difference between this fluke and an

interferer simply emitting more power. Consider if the INR happens to be lower than

perfect incoherent gain without beamforming. Say when the optimal beamformer is

applied 10 to 15 dB reduction but the interference power is below the noise floor and

the payload is received with a high enough SINR to be decoded. That would mean

some rejection capability was not credited toward the beamformer. If an interferer

arrives naturally at a low enough INR (such as an interferer near 0 dB at the receiver)

before beamforming, it is difficult to measure a meaningful delta as the beamformer is
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not doing any work. During algorithm development and using simulations to validate

the design, both the actual measured INR and the theoretical perfect incoherent

combination INR are referenced to assess performance. Measuring INR is another

issue though. In simulation this can be done rather easily. Experimentally this can be

quite difficult. One method is to measure bit error rate curves with different interferer

powers and measure the point where the curve begins to move detrimentally as the

interferer power level at which the system falls apart. The null depth can be then be

backed out from other system parameters and measurements.
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3.6 Practical Algorithm Implementation and Challenges

The solutions discussed previously must be adapted for a practical hardware

implementation and the particular application of the algorithm. The first is the

distributed nature of the computation. Implementing a distributed system introduces

many complications, which may not be immediately clear through the previously

presented equations. Two major assumptions, time-frequency synchronization and

data availability, are immediately broken as a result. Achieving these two requirements

ultimately drive many aspects of the algorithm adaptation and system design choices.

3.6.1 Time-Frequency Synchronization

Assumed in the spatiotemporal MMSE beamformer construction is the use of

data, where each stream has been captured starting at a precise global time, and the

transmission and reception center frequencies are identical across all elements, as is

typical in a classic beamforming system. However, the system has nodes that are

distributed, meaning the radios have independent clock sources that may not agree in

their sense of time, including the rate of progression. Differences in the clock’s rate

of progression introduce deviations from the nominal center frequency. Additionally,

each source and receiver within the environment may be mobile, which will introduce

doppler shifts, which are seen as additional frequency errors [6]. A depiction of the

network labeled with all the possible frequency offsets that can be introduced is shown

in Fig. 7. If frequency alignment is poor enough, poor channel estimates (correlations)

may be observed. More importantly, the beamformed payload signal will not be able

to maintain coherence. If timing alignment is poor, then the geometry of the network
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and sources is inaccurately represented through the estimates. To realize the desired

beamforming gain and interference rejection at the receiver, the mesh’s sense of time

and center frequencies must be aligned. Synchronization is a requirement no matter

what distributed coherent beamforming algorithm or technique is used. This approach

does not require the use of GPS to provide any synchronization.

Figure 7: Sources of frequency error that result throughout the mesh transmissions.
εA results from the deviation from nominal center frequency of the A node. The ∆s
arise from motion between A and the mesh and B inducing doppler shifts. εM arises
from the deviation from the nominal center frequency of the mesh elements. εB arises
from the deviation from the nominal center frequency of the B receiver.

The discussed spatiotemporal MMSE beamformer construction explicitly corrects

for time and phase offsets. However, mesh nodes need to be sufficiently synchronized in

time so that they can accurately measure time difference of arrival (TDOA) information.

They must also signal toward the final receiver in a way that the channel estimator

can also accurately determine TDOA information. A common sense of time should

51



be established and can be done by declaring a reference mesh node for all others to

align to. Beamformer construction is somewhat robust to misalignments between

each mesh’s sense of global time from a true global timeline if certain conditions

are met. Time alignment should be accurate within one chip or less of the signal of

interest. Mislignment is more tolerable when only SNR gain is desired than when

effective interference rejection is desired. Lastly, any misalignments must be stable

and jitter minimally. A mechanism to coordinate the timing between the mesh nodes

is required. Algorithms such as CHP2 [41, 18] can be leveraged to achieve sufficient

timing synchronization.

The spatiotemporal MMSE beamformer construction presented does not explicitly

account for frequency offsets. It can implicitly make minor frequency adjustments, but

the range of offsets for which this is effective is extremely limited. The beamformer

construction can be augmented in frequency as well to explicitly correct center

frequency alignments at the expense of much greater computational complexity. A

separate mechanism is needed to align the transmissions and receptions. Each node

in the network must correct for its own offset from some reference center frequency.

Typically a node in the relay network is determined to be the reference. On reception

each mesh node needs to correct for its offset from the initial transmitter. An

independent pre-correction needs to be applied toward each mesh node’s transmission

toward the final receiver, such that signals arrive correctly centered after down-

conversion. According to this strategy, the beamformer computation must occur as if

the mesh to receiver offset does not exist. Depending on the channel B estimation

strategy a phase ramp correction may need to be applied to the estimate before

feedback.

Estimators are implemented at the mesh and initial and final transceiver nodes to
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inform the necessary corrections for Doppler shifts and offsets attributed to oscillator

mismatches. It is important to distinguish that frequency offset estimation error is the

concerning metric that affects performance, not the size of the frequency offset. For

instance, assume that all radios were driven by nominally performing clocks. There is

still a frequency offset that can occur if the nodes are moving. Correcting for effects due

to smooth predictable motion is simple. Erratic motion is difficult to track, which can

increase the estimation error variance. In the case of imperfect clocks, discontinuous

clock disciplining causes complications. The system requires stable, continuous phase

at the output frequency synthesizers. This makes TCXOs very undesirable as they

frequently phase reset. The beamformer needs to be updated regularly to adapt to the

dynamics of the environment and the system. However, the accuracy of the frequency

offset estimator is the main component that dictates how often updates occur. There

is latency between offset measurement and the correction application, so any residual

error will cause excess phase rotation within the application period, which will cause

the beamformed signal to become incoherent. If the estimator’s accuracy is precise

and the clocks extremely stable, then there is less of a need to update often. On the

other hand, updating often places less pressure on the estimator to be precise. In my

designs, I err on the side of updating more frequently to provide some margin for

estimator performance, or to support motion.

Some performance bounds related to the information update latency and residual

frequency distribution are now presented. For an N-element antenna array SNR Gain

as a function of the update interval τ and the frequency error variance σ2 is given by

[2, 32]:

(N2 −N)(e−4(πτ)
2σ2

) +N . (3.82)

Isabella Lenz derived the INR reduction parameterized in the same way, and with
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permission, I reproduce it here. Consider the uncorrupted signal vector v = 1 and the

frequency error corrupted received signal vector v′, at each element i be v′i = ej2πδiτ .

Then, define a projection operator, Pv = I − v(v′†v′)v = I − 11†

N
. Let the residual

frequency error δi be distributed as δi ∼ N (0, σ2), and the time-frequency product,

2πδiτ ∼ N (0, (2πτ)2σ2). Start by defining the power reduction realized at the receiver

γ:

γ =
||Pvv′||2

||v′||2
(3.83)

=
v′†PvPvv

′

v′†v′
(3.84)

=
v′†Pvv

′

N
(3.85)

=
1

N
v′
†
(I− 11†

N
)v′ (3.86)

=
1

N
(N − v′

†11†

N
v′) (3.87)

= 1− ||v
′1||2

N2
(3.88)

= 1− ||
∑N

i=1 e
j2πδiτ ||2

N2
(3.89)

= 1− |H|
2

N2
. (3.90)

Then taking the expectation yields the expected parameterization:

E[γ] = 1− E[|H|2]
N2

(3.91)

= 1− (N2 −N)(e−4(πτ)
2σ2

) +N

N2
(3.92)

= 1− (1− 1

N
)e−4(πτ)

2σ2

+
1

N
(3.93)

= 1− e−4(πτ)2σ2 − e−4(πτ)
2σ2

N
+

1

N
(3.94)

=
N + 1

N
− N + 1

N
e−4(πτ)

2σ2

(3.95)

=
N + 1

N
(1− e−4(πτ)2σ2

) . (3.96)
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A family of curves parameterized by the update rate describing SNR gain as a

function of the error variance is shown in Fig. 8. A similar family of curves describing

INR reduction performance is shown in Fig. 9. It should be observed that achieving

SNR gain is somewhat tolerant to errors, but achieving effective INR reduction is much

less tolerant. The adage that beams are wide and nulls are narrow holds in the context

of frequency error and information latency for distributed coherent beamforming.

These two graphs allow us to determine how quickly the beamformer needs to update

given some estimator performance.

Figure 8: Theoretical SNR gain as a function of frequency estimation error standard
deviation parameterized by update rate
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Figure 9: Theoretical INR reduction as a function of frequency estimation error
standard deviation parameterized by update rate.

The estimator performance limits can be evaluated by constructing the Cramer-

Rao lower bound (CRLB) for frequency offset estimation. A common initial point

of reference is the CRLB for a sinusoidal tone in white noise, which is given as:

var(f̂) ≥ 12 f2s
(2π)2ηN(N2−1) ≈

12
(2π)2

1
ISNR

1
T 2 , where η is the SNR, N is the integration length

in samples, fs is the sampling rate, ISNR is the integrated SNR, and T is the time

interval over which the samples were taken [26]. The CRLB can be parameterized

according to the integrated SNR (ISNR) of the observation. Whether or not an

estimator can achieve the lower bound is dependent upon its construction. Estimator

performance that enables sufficient SNR gain and INR reduction should be targeted.
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The ISNR associated with the desired estimator performance can be used to inform

waveform design and the signaling strategy. Several candidate estimators are discussed

in [38, 39, 10, 46, 42]. The required solution is often system and waveform specific.

3.6.2 Information Exchange and Limited Data Rates

Provided sufficient time-frequency alignment, the efficacy of the beamformer

depends on the system’s ability to accurately estimate the spatiotemporal data

covariance matrix and the cross-correlation given a period of time where the statistics

are considered stationary. Estimation performance is ultimately tied to the length of

training information and observation data available.

The beamformer computation requires the observations of all mesh nodes be

compiled on to some processing agent. This information must be exchanged through

an intramesh data exchange network. Because all mesh nodes are distributed, there

exists a non-trivial limitation on the amount of information that can be feasibly

exchanged. The network rate can increase very quickly with the adjustment of certain

parameters.

The “minimum" number of samples needed to achieve some estimation accuracy

of the covariance matrix depends on its dimensionality. More samples are needed as

the number of dimensions increases. The number of dimensions is dependent upon

the number of nodes and the number of beamforming filter taps used. The estimation

accuracy is tied to how many samples of each zn can be exchanged across the network,

but how effective they are depends on the dimensionality of the covariance matrix

being estimated. The dimension of the covariance in question is N ·nw, or the number

of elements in the mesh times the number of taps used in the beamformer. This
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means that the network rate scales with the maximum distance between any two mesh

elements, and the number of mesh elements.

For the cross-correlation (channel estimate) components of the beamformer, to

exchange sufficent samples for a quality estimate is impractical, especially when

interference is present. However, if the estimate is made locally, exchanging the

correlation results becomes tractable. This reduces the amount of data transfer to

depend on the number of beamformer taps used. It however places slightly more

computational burden on each mesh element.

Thus, for information exchange strictly between mesh nodes, each node needs

to communicate their local covariance estimation samples and correlation samples,

thus making the data rate highly dependent on the number of taps used, and number

of mesh elements. In addition to these pieces, additional information is required

to be transmitted. These include information required to support time-frequency

synchronization between mesh nodes, and even the transmitter identity.

Inherent to estimating both the covariance matrix and the cross-correlation vector

is the ability to also estimate the mesh to final receiver channel well. Similar to the

cross-correlation, the estimation quality depends on the number of samples needed

to overcome a significant interference at the final receiver node. However, only the

estimates themselves are required to be transmitted back to the mesh. The amount

of data required to be sent only depends on the number of nodes supported and the

number of taps used. Given some fixed number of mesh nodes, the number of taps

must be judiciously selected for feasible support.

The most expensive piece of data to send are the “raw" samples used for covariance

estimation. And under some scenarios, the mesh to final receiver channel estimate is

relatively expensive to transmit, typically as a function of the receivers distance from
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the mesh. Ultimately, the number of taps specified for the beamforming filter drives

the required data rates the most.

actical set of mesh geometries, an impractically large covariance matrix tends to

result, which would require an infeasible number of samples to be exchanged. Its

construction and inversion would place an immense computational burden on the

system as well.

Data rates can potentially be reduced further by tracking estimates or beamformers

and sharing compressed vector updates. It may also be possible to efficiently implement

a distributed algorithm that tracks the optimal beamformer (for example RMS,

LMS, etc...) or to track the subspace of the beamformer itself and then share

compressed updates to that vector space. There are other promising approaches

such as Grassmanian source compression that could be leveraged on the raw channel

estimates.

3.6.3 Outage Handling

The mesh is a network of distributed nodes so there is a risk of individual elements

dropping out of the network either temporarily or indefinitely. Firstly, it is advisable

to have all nodes compute the beamformer. Given the same data has been exchanged

at every step, the computations and the results will be the same. Declaring a central

node to perform computations puts the system at risk of a single point of failure.

There is only a marginal increase in overhead to exchange all the necessary information

to all nodes.

When a node loses intra-mesh communications, the most recently available data

is used to compute the beamformer. As long as the data is not stale beyond some
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threshold, then using the most recent measurements should result in acceptable

performance degradation. If the data were too stale, then the observations would

poorly inform the beamformer of the correct adjustments. Even worse, there would

be a risk of self-nulling. In the event a node cannot reliably exchange information,

and the number of failed attempts has exceeded some limit, that node should not

contribute toward signal relaying until stable communications can be established

again. If a node is forced to dropout due to unreliable exchange or is put out of

commission, then the computation must zero out the observations corresponding to

that node. If a node has been forced to drop out, then it must recognize this situation

and stop itself from relaying the payload waveform. Zeroing out the contributions will

effectively remove it from the construction of the beamformer without affecting the

other elements computational results. For example, a system designed for operation

with 10 nodes and an inflexible computational chain can operate with fewer as long

as their data contributions are simply set to 0.

3.6.4 Covariance Matrices

Self-interference and consequently self-nulling arises from the presence of the signal

in the construction of the covariance matrix. The effects can be reduced through careful

application of covariance matrix augmentations. I also now address augmentations to

help support limited numbers of estimation samples used in the construction of the

matrix. Assuming that the discussed information exchange has occured, computation

can proceed according to the discussed spatiotemporal MMSE beamformer solution.

First, each data vector is convolved with the channel estimate to form a hypothetical
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reception and stored as

Ŷ =


ŷ
1

...

ŷ
N

 =


ĥB,1 ∗ ẑ1

...

ĥB,N ∗ ẑN

 . (3.97)

A spatiotemporal data matrix Ỹ can be built from Ŷ in the following way:

Ỹn =



ŷ
n
[0] ŷ

n
[1] ŷ

n
[2] . . .

0 ŷ
n
[0] ŷ

n
[1]

. . .

0 0 ŷ
n
[0]

. . .
... . . . . . . . . .


(3.98)

Ỹ =


Ỹ1

...

ỸN

 . (3.99)

Note that the organization corresponds to that of r̂. Practically, in an implementation

of the computational chain, this spatiotemporal data matrix should never be explicitly

formed, as it has structure that can be leveraged when computing the covariance.

The spatiotemporal covariance matrix is now constructed by evaluating

C = ỸỸ† . (3.100)

Assume that this estimation is explicitly sample starved, due to limited network

bandwidth between the mesh nodes to share sufficient samples. Fewer samples of

ẑn than there are dimensions in C are exchanged, which means that latter is poorly

averaged by itself. Furthermore, C will almost certainly be poorly conditioned. The

first tool I deploy in addressing this ill-conditioning is the employment of averaging.
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Specifically, I employ an exponential moving average. This procedure can be

expressed as

Ct = (1− b)Ct−1 + bC , (3.101)

where b is a forgetting factor, C is the most recent covariance computation, Ct−1 is

the average from the previous time step, and Ct is the current average. The forgetting

factor b weights the history of all C such that the average depends most on more recent

estimates. Over time, the influence of a previous estimate has on the average decays.

Employing this type of averaging instead of a moving average due to computational

simplicity as well its ability to adapt to a dynamic environment. From startup, the

system requires a few iterations of training to produce a usable covariance matrix.

When nodes of the network have high mobility, then the pseudo-stationary assumption

is violated over a shorter period of time. In these situations, the averaging mechanism

must be less reliant on the past. Consequently, the covariance matrix is at risk of

being poorly estimated once again. I discuss a method to circumvent this issue toward

the end of this subsection.
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Figure 10: Progression of Covariance Estimate Eigenspectra over 3 iterations at system
startup, including raw and versions with regularization applied.

Additional tools are needed to further stabilize the computation and make the

algorithm robust. In sample starved scenarios, the covariance matrix tends to be poorly

conditioned. Spatiotemporal data matrices tend to contain plenty of redundancy which
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exacerbates the ill-conditioning. When the covariance matrix is poorly conditioned,

its inverse will introduce heavy distortions in the beamformer. One common technique

that permits the construction of a sensible beamformer despite these scenarios is L2

regularization, otherwise known as diagonal loading. L2 regularization introduces a

penalty term into the MMSE objective function. The new optimization problem is

given by

min
w

w†Ctw −w†r− r†w + ‖s‖2 + d‖w‖2 , (3.102)

where d is a parameter set by the user. The result of taking the derivative, setting it

equal to zero, and solving for w yields the following closed form solution:

w = (Ct + dI)−1 r̂ . (3.103)

The parameter d is the loading level, which is related to the penalty weight for

increasing the norm of w. Diagonal loading constrains the white noise gain, often the

most poorly estimated component of the covariance matrix [25, 37, 8, 28].

The loading level d must be judiciously set. Increasing d too much causes the

covariance matrix to appear as a scaled identity matrix, in which case the beamformer

will be proportional to r. Consequently, excessive loading destroys any interference

mitigation properties. Setting d loading level too low may fail to stabilize the compu-

tation, producing nonsensical filters. The appropriate amount of diagonal loading is

highly dependent on the scenario but is often referenced from either the maximum

eigenvalue or the system noise floor. The former method is expressed by

αλ1 , (3.104)

where α scales down the maximum eigenvalue λ1. A more practical approach is to
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use a proxy measure of the maximum eigenvalue instead. The simplest alternative is

d1 = α
tr(C)

Tw
, (3.105)

where the trace is divided by Tw to account for the redundancy introduced by using

the spatiotemporal variant. The latter is expressed by

d2 = βmax
n
|ĥB,n|2σ2

n , (3.106)

where β is a parameter that scales up the highest noise floor. The noise floors

considered are specifically the noise floor of ẑn, σ2
n, with an adjustment for the channel

estimate that has been applied to the data.

The primary factor dictating how the diagonal loading level should be set is

the Signal-to-Interference Ratio (SIR) observed at the mesh. Given restrictions on

computational capabilities and data exchange, this is difficult to measure in real time

on a practical system. With an appropriate constant α, the trace-based method is

appropriate for a wide range of high-SIR scenarios. With an appropriate constant

β, the noise-based method is appropriate for a wide range of low SIR cases that the

other method may not be able to support. Both loading methods are considered,

and a system can switch between them to robustly and automatically adapt to the

environment. Mesh relay nodes switch between the two methods according to the

following rule:

d = max{d1, d2} . (3.107)

As the SIR changes, so will d1, but d2 will remain constant. The switching rule sets a

lower limit on what the loading level d can be.

An additional technique that can be used to add robustness is covariance matrix

tapering. Covariance matrix tapering applies a phase dither in time and space to
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increase the extent of every emitter represented. The main lobe and nulls of the

beamformer are widened as a results [47, 12, 33, 49]. Sidelobes of the beamformer

radiation pattern are also suppressed and any error in the beamforming targets

statistics are compensated for by the wider mainlobe. This helps to ensure closer to

optimal SNR gain in a dynamic and poorly estimated environment.

Poor estimation quality means the interferers are inaccurately represented in

space. Mismatches between the estimate and truth will therefor yield poor interference

mitigation. Widening the nulls provides a better opportunity to mitigate the interferers.

Sidelobes of the beam forming pattern are also suppressed, and any error in the

beamforming targets statistics are compensated by the wider main lobe. This helps

to insure closer to optimal SINR gain in a dynamic, poorly estimated environment.

Using tapering and diagonal loading together can be a powerful combination for

regularization and null widening. The diagonal loading factor fits easily neatly into

the formulation of the taper and can be thought of as a special case of covariance

tapering.

Tm,n = sinc((m− n) ∗ δ/π) (3.108)

TDLMZ = (TMZn ⊗ 1ntaps×ntaps)� (1N×N ⊗ TMZτ ) + dI (3.109)

TMZn = [sinc((m− n)∆n)] (3.110)

TMZτ = [sinc((m− n)∆τ )] (3.111)
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3.6.5 Internal Beamforming

While the previously discussed system and MMSE solutions enable powerful per-

formance enhancements compared to single-antenna links, the approach is insufficient

in certain network configurations and geometries. The “intermediate distance problem”

occurs when there is insufficient realized receive power at one of the stages of the relay

system, despite having realized beamforming gain. This issue can be seen in Figure 6.

This occurs due to constraints on element transmit power, when the channels both

have low SNR, and/or an interferer is present. As a result of the transmit beamforming

approach, the interference power consumes a share of each mesh element’s transmit

power. When this interference power dominates the re-transmitted power and both

links have low SNR, the final received power can fall below the required signal power

threshold - despite beamforming gain.

Internal beamforming utilizes a surrogate receiver element to perform an inter-

mediate beamforming stage at the mesh to mitigate interference spatially before

retransmission to the receiver. This is performed by first using N − 1 elements of the

mesh to spatially mitigate the interference using the MMSE transmit beamforming

process described previously. These N−1 elements transmit to the N th element acting

as a surrogate final receiver. The signal is then re-transmitted from the surrogate

final receiver to the other elements of the mesh with significantly reduced interference

power. By relaying internal to the mesh, the second link is shortened, such that it falls

into the mesh noise dominant case, allowing it to null interference and regain power

allocation to be used for the signal of interest. Then, returning to the original mesh,

the system now operates in the receiver noise dominant case, allowing the desired

SNR gain to be realized.
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Chapter 4

MULTIPLE STAGE RELAY BEAMFORMING

In this chapter, I will introduce the models for a multiple stage relay distributed

coherent mesh beamforming system. The multiple stage relay system shown in Figure

11 is designed to operate in the limit of low SNR and a highly correlated channel.

Each of the stages channel’s statistics and operating regime is critical to achieving

the expected SNR improvement performance of N2M . This scaling assumes that

the Mesh A to Mesh B MIMO channel, has a nontrivial low-rank component. For

line-of-sight channels, this is clearly satisfied, however, there may be a limitation

in the case of terrestrial-to-terrestrial links with particularly rich scattering. I will

outline optimal solutions for each stage and how they can be used in conjunction to

achieve the multi-stage relay SNR improvement bound without interference. Further,

I will discuss algorithm augmentations that can enable the desired performance in

the presence of interferers at multiple stages, as well as simulations supporting the

claims. Finally, I will present experimental work and results for the system without

interference.

4.1 Compound SIMO-MIMO-MISO Channel

For the compound problem indicated in Figure 11 , I have to consider multiple

communications propagation channels: hA→mA ∈ CnA×1, HmA→mB ∈ CnB×nA , and

hmB→B ∈ CnB×1. Additionally, I have to consider the effect of interference at each

stage. Let nA be the number of elements in Mesh A (the first mesh) and nB the number
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Figure 11: By utilizing a relay meshes between two single antenna nodes, the desired
SNR gain is realized. Interference is rejected at each stage through the application
of spatial nulls in the transmit beamforming. The first mesh receives the signal at
its N antennas, and applies the appropriate beamforming pre-distortion filter to the
signal before retransmission. The second mesh receives the retransmitted signal at
its M antennas, where it applies its beamforming pre-distortion filter. Finally, the
second mesh retransmits the transformed signal to the receiving node. The cycle is
then repeated in the reverse direction.

of elements in Mesh B (the second mesh). If I assume a simple bent-pipe approach,

such that the received signal is transformed without decoding and retransmitted, this

interference will be forwarded and become relevant at the next stage. Any potential

interference at each reception stage is given by JmA TmA , JmB TmB , and jB tB, where

J or j is used to represent the interference propagation channel and T or t is used to

indicate the interference time-domain signal.

The optimization problem is to maximize the SINR at the final receiving node. I

will approach this by optimizing the capacity at each stage of the network individually.

I now construct the received signal at each stage. The received signal ZA ∈ CnA×ns at

Mesh A is given by

ZA = hA→mA sA + JmA TmA + NmA (4.1)

where ns is the number of received samples. By assuming that the baseband signal

is not modified and is retransmitted through a beamformed bent-pipe approach, the
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reception ZB ∈ CnB×ns at Mesh B is then given by

ZB = HmA→mB(wA 1� ZA) + JmB TmB + NmB , (4.2)

and at the final receiving node the received signal z ∈ C1×ns is given by

z = (wB � h∗mB→B)† ZB + jB tB + nB . (4.3)

I represent the Mesh A transmit beamformer weights with wA and the Mesh B transmit

beamformer weights with wB. By combining these equations, I have a compound

channel given by

z = (wB � h∗mB→B)† {HmA→mB [(wA 1)� (hA→mA sA+

JmA TmA + NmA)] + JmB TmB + NmB}+ jB tB + nB . (4.4)

By separating the propagation of the signal and propagation of the interference-

plus-noise, I construct the SINR at the receiver, which is given by

SINR =
‖ŝ‖2

‖n̂‖2
(4.5)

ŝ = (wB � h∗mB→B)
† {HmA→mB [(wA 1)� (hA→mA sA)]},

n̂ = (wB � h∗mB→B)
† {HmA→mB [(wA 1)� (JmA TmA

+NmA)] + JmB TmB +NmB}+ jB tB + nB ,

where 1 is a row vector containing all 1s. Given the compound SINR, I can calculate

the mesh relay system channel capacity C (b/s). This capacity is given by

C = B log2(1 + SINR) , (4.6)

where B is the signal bandwidth observed at passband.
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4.2 MIMO Beamforming Technique

Now consider a narrowband (flat-fading, nondispersive) MIMO system, notionally

depicted in Figure 12 with perfect channel knowledge at both Mesh A (transmitter -

CSIT) and Mesh B (receiver - CSIR).

Figure 12: Basic mesh-oriented MIMO channel in the presence of an interferer.

The fundamental channel capacity in terms of spectral efficiency c (b/s/Hz) of the

compound system is given by

c = log2 |I + R−1/2mB
HmA→mB PmA H†mA→mB R−1/2mB

| , (4.7)

where I is the identity matrix, RmB ∈ CnB×nB , given by expectation

RmB =
1

ns
E[(JmB TmB + NmB) (JmB TmB + NmB)†] , (4.8)

is the interference-plus-noise spatial covariance matrix, HmA→mB is the channel matrix

that contains all the complex attenuations between each transmit and receive antenna,

and PmA is the transmit covariance matrix [45]. The optimal solution to maximize

channel capacity of Equation (4.7) is given by spatial water filling [45] when SNR

is high. The specific solution is a function of the singular value spectrum of the

whitened channel matrix R
−1/2
mB HmA→mB and the received SINR. In the rich channel
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and high SINR regime, I have solutions that are represented by transmit covariance

proportional to the identity matrix. Space-Time Block Codes typically produce

such a transmit covariance matrix. In the lower power and more correlated channel

limit, the optimal solution is to use a rank-1 covariance, which is given by transmit

beamforming. In the case of wideband (frequency-selective fading, dispersive channels)

MIMO beamforming this solution becomes a rank that is equal to the number of taps

in the filters [45, 4, 24]. The optimal transmit beamformer is given by evaluating

the singular value decomposition (SVD) of the whitened channel matrix and using

the dominant right-hand singular vector v1 so that the resulting transmit covariance

matrix is given by

P ∝ v1 v†1 . (4.9)

The SVD is given by

U Σ V† = R−1/2mB
HmA→mB (4.10)

V = [v1 v2 v3 · · · ] (4.11)

U = [u1 u2 u3 · · · ] , (4.12)

where the columns of U contain the optimal matched receive beamformers, the diagonal

matrix Σ contains the singular values, and columns of V contain the optimal transmit

beamformers [29]. In simple line-of-sight environments, the beamforming effect of the

transmit beamformer may look like a traditional, if sparse, beam pattern. However,

in more complicated environments, it may be difficult to interpret the beam pattern

from a traditional beamforming perspective. In practice, directly estimating the

interference-plus-noise covariance required is challenging with limited or no exchange

of IQ samples between mesh elements.
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Although it is tempting to invoke reciprocity in evaluating the bi-directional version

of this system, since HmB→mA = HT
mA→mB , it is worth noting that the whitened channel

matrix (R−1/2mB HmA→mB) does not observe reciprocity.

4.3 Compensated MIMO Beamforming Technique

In the prior section, I discussed the optimal MIMO beamforming technique in

isolation. Typically, an array of receive antennas would be wired to a central processing

system [45]. However, the distributed system does not have wired connections between

Mesh B and the final receiving node. Since the system operates through over-the-air

coherent combining, to use the previous beamformer formulations, I must compensate

them for the effects of the channel from transmitter to Mesh A (hA→mA) as well as

the effects of the channel from Mesh B to the receiver (hmB→B). The channels can be

considered as imperfect wires with some amplitude scaling and phase rotation as if

the combining occurred locally through wires. Consequently,the receive beamforming

is implemented as transmit beamforming the signal to the final single node with

appropriate complex gains such that

u∗1 = wB � hmB→B , (4.13)

where wB ∈ CnB×1 is the actual applied beamformer taking into account effects of

hmB→B ∈ CnB×1, the channel between the elements of Mesh B and the final receiving

node.

This is achieved in the flat-fading MIMO beamforming case by taking the dominant

right and left singular vectors and dividing by the appropriate channel tap as shown
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in Equations (4.14) and (4.15) for the Mesh A and Mesh B beamformers respectively.

wA = diag(hA→mA)−1 v1 (4.14)

wB = diag(hmB→B)−1 u∗1 (4.15)

Mitigating interference incident on Mesh A continues to be difficult. There are

several possible solutions, such as an constrained minimization approach with the

existing beamformer to minimize the impact of the interference received at Mesh A.

It may also be possible to whiten the MIMO channel matrix again by the interference

plus noise covariance at Mesh A, however this would require other constraints which

are beyond the scope of this work. I now leverage the previously discussed internal

mesh beamforming as a solution to this challenge.

4.3.1 Internal Beamforming

The multi-stage relay system is able to mitigate interference incident at Mesh B

through the whitening of the MIMO channel matrix; however, this same approach

does not work for interference incident at Mesh A.

Internal beamforming utilizes a surrogate receiver element to perform an in-

termediate beamforming stage at Mesh A to mitigate interference spatially before

retransmission to Mesh B. This is performed by first using nA− 1 elements of Mesh A

to spatially mitigate the interference through an MMSE transmit beamforming process.

These nA − 1 elements transmit to the nthA element acting as a surrogate receiver.

The signal is then re-transmitted from the surrogate receiver to the other elements of

the mesh with significantly reduced interference power. By relaying internal to the

mesh, the second link is shortened, such that it falls into the mesh noise dominant

case, allowing it to null interference and regain power allocation to be used for the
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signal of interest. Then, returning to the original mesh, the system now operates in

the secondary mesh receiver noise dominant case, allowing the desired SNR gain to

be realized.

4.4 Results

4.4.1 MATLAB Simulation

I simulate the aforementioned compound 1 to nA to nB to 1 system with and without

internal beamforming utilized. The theoretical SNR gain for the simulated system as

compared to an equivalent SISO link is approximately 18 dB. The internal beamforming

algorithm is implemented at Mesh A using the MMSE transmit beamforming with

nA − 1 elements.

Table 1: Distributed Mesh System Simulation Parameters

nA 4
nB 4
Average SNR at Mesh A Elements 20 dB
Average SNR at Mesh B Elements 0 dB
Average SNR at Receiver 20 dB
INR at Mesh A 20 dB
INR at Mesh B 20 dB

I simulate with interference present at different stages, and the results with and

without internal beamforming applied. Note that this is a version of the previously

discussed intermediate distance problem, thereby also limiting the realizable SNR

gain.

The simulated system performance is shown in Figure 13. It can be seen that
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Figure 13: Performance Results from 400 trials of simulation of the internal beam-
forming multiple stage relay system

when interference is incident at both Mesh A and Mesh B, the interference reduction

performance drops off significantly as the interferer power at Mesh A gets forwarded

through and dominates the system. When internal beamforming is applied, the

system regains close to the prior performance with some small penalty of any residual

interference that was not completely mitigated in the internal beamforming step.

4.4.2 WISCANet Experiments

This experimental setup was a single node to four-node mesh to four-node mesh

to single node (1-4-4-1). The procedure implemented follows the discussed “bent

pipe" model. The meshes function as relays that pre-distort the received signal before

retransmitting such that the signals coherently combine at the next receiving stage.

Each node within the mesh extracts the signal to be forwarded, adds its unique

training sequence, applies a beamformer weight, and sends this waveform over the air.
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I used the WISCANet Software Defined Radio Network [48, 20] to prototype the

algorithm in under two weeks, and substantial extensions which will be described in

Chapter 7. This proof of concept uses sets of NI Ettus X310 radios as surrogates

for the single and mesh nodes. This experiment operates at 907 MHz in the ISM

band. I ran these experiments by using approximately 1 MHz of bandwidth. Genie

channel feedback is facilitated by utilizing WISCANet’s stop-and-go functionality

and transferring information between radios before the next step in the transmission

cascade.

Now consider the scenario in which there is a single node to 4-node mesh to 4-node

mesh to single node network (1-4-4-1), similar to the network depicted in Figure 1. In

Figure 14, I present the experimentally measured ratio of the coherent-distributed-

network SNR improvement over the average SISO link. I provide an evaluation of the

ratio of beamformed-to-SISO SNR over three separate runs. Both meshes provide

beamforming but are otherwise sampled signal bent-pipe relays. In the first trial of

each run, the channel is not known; thus, signal power is incoherently combined. I

expect an improvement of about 6 dB in this incoherent case. Because the distribution

of the channel attenuations is not ideal and SNR estimates are imperfect, the SNR

ratio is slightly less. For trial numbers 2, 3, 4, and 5 the system has channel estimates,

and the SNR gain averages near the ideal behavior of 43 = 18 dB. Again, measurement

fluctuations and channel non-idealities cause slight variations.
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Figure 14: Experimental validation of the ratio of beamformed-to-SISO SNR over
three separate runs for a single node to 4-node mesh to 4-node mesh to single node
network. The channel is unknown for the first trial of each run, so the combining is
incoherent.
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Chapter 5

SIMULATION

I constructed a MATLAB simulation to explore the performance of the algorithm

and augmentations in practical environments and with system limitations. It is

fully parameterized enabling efficient parameter space exploration. The simulation

platform enables rapid iteration and experimentation with algorithmic adaptations.

The MATLAB code can also call the C++ beamformer implementation used in the

real-time implementation for validation and testing.

The simulation loop starts with the transmission of a fresh training waveform

from the initial transmitter. Each cycle tracks the propagation of an epoch of the

transmitter’s data stream through all stages of the relay. The cycle ends once this

stream has been received and processed by the final receiver. Cycles are split up

into a transmitter to mesh stage and a mesh to receiver stage. In between stages,

the beamformer is computed, although in a practical implementation, the filters are

constructed in parallel with signal relaying. The beamfomer computed using the

current epoch is used on the next propogation cycle. All simulations will be performed

with 10 simulated mesh relay nodes.

The simulation uses an underlay waveform for channel estimation and correlation

estimation. This approach was selected for exploration into the idea of leveraging the

algorithm for smart-antenna type systems. This type of system augments an existing

system’s capabilities without modification to its waveform or underlying operations.

The affects and limitations of this approach on transmit beamforming performance are

explored in [29]. The underlay waveform consumes eight times the spectral support
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than the payload waveform. I oversample the payload waveform by a factor of 2 and

compute the beamformer at an oversampling factor of 1.5.

In the simulation, I set an update rate of 25 ms to target a system that can

operate in environments with mobility and imperfect frequency correction. The initial

transmitter’s underlay sensing signal repeats every 25 ms, so that information is

availble to construct a new beamformer at the same interval. Channel B sounding

sequences are sent on a 2.5 ms interval to support the use of 10 tiles in the same

update rate.

A practical system would require the use of feedback waveforms to communicate

channel sounding and other estimation data products. In the simulation, I leverage a

genie channel, and so do not directly simulate the signals required to communicate

information through the mesh. Accordingly, I am able to shorten transmissions and

the analysis window to reduce computational load. In addition, this assumption allows

easy sweeping across the number of samples that need to be transmitted across the

network enabling analysis of network rate limitations on the system performance.

The interference is a Gaussian signal that spans the entire frame’s duration. I

perform the analysis with the interference occupying the same spectral support of the

payload waveform to assess the interference rejection capabilities solely attributed to

the beamformer. The signal is upsampled and filtered to tightly confine energy within

the spectral support of the payload waveform. Of course, in reality there is no control

over interference.

A key step in bent pipe processing is normalizing the relay signals to meet the

required transmission power that ensures sufficient SINR and meets expected SNR

gain performance. In simulation, the receive filtered bent pipe signals are rescaled

based on the L2 norm such that the average power across elements is unity, while
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maintaining the power relationships required for the unconstrained MMSE solution.

The beamforming filters are normalized in the same way prior to resampling. The

channel sounding underlays are normalized as if they were transmitting simultaneously

with unity power. After ensuring a common reference power in all of the component

signals, each can be weighted directly according to the prescribed underlay to signal

ratio (USR) prior to summing. The proper USR could not be guaranteed without

these intermediate normalization steps. This normalization scheme is best suited

for determining nominal performance of the algorithm in simulation. However, the

optimization problem I solve does not impose any constraints on the maximum power.

The algorithm only implicitly imposes an average power constraint.

The algorithm is tested using several mesh node arrangements, including a linear

array with a max distance of 200 m and random positions within a bounded box

generated according to a uniform distribution. The simulation supports positioning

in 3 dimensions, but the network is typically placed in the XY plane. The mesh is

centered about the origin. I place interferers into the environment at some distance

from the origin but at uniformly random angles of arrival. To validate the methodology

and set a performance baseline, the simulation is ran with all nodes static. Even

with static nodes, frequency offsets can still occur. Specifically, I model residuals

from candidate frequency estimation and correction algorithms. To establish nominal

performance, I simulate the system under time-frequency aligned conditions.

Wideband channels are generated based on a Rician distribution that also include

the effects of relative time offsets, differences in attenuation, and phase delays dictated

by the generated geometry. Impulse responses are directly generated at the system

sampling rate. First, each channel for a particular transmission stage is created time
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aligned with each other and the sampling lattice. This structure is given by

hRician =
max
n
Dn

Dm

(√
K

1 +K

[
ei2πfc/cDm 0 . . . 0

]
+

√
1

1 +K
hscatter

)
, (5.1)

where the fraction
max
n
Dn

Dm
represents a relative attenuation based on the distances

between a initiator node and the mth node Dm. The scattering component hscatter

is a sequence of i.i.d. complex Gaussian samples weighted by a taper that decreases

the receive power of signals traveling through longer paths. Parameter K modulates

the line of sight power relative to the scattering response power. Then, the impulse

responses are zero padded such that relative time offsets (rounded to the nearest whole

delay) of the line of sight component are included. Afterward, each impulse response

is passed through a fractional delay filter to complete the time shift and accurately

embed TDOA information within the channels. For baseline testing purposes, the

channel impulse responses are static between loops.

5.1 Results

These simulation results use practical system parameters such as 125 covariance

samples and 12000 cross-correlation/channel estimation samples. The maximum mesh

pairwise distance is 200 meters. The underlay to signal ratio (USR) for long feedback

link communications is -6 dB and the USR for short feedback link communications

is -10 dB. I use an interferer, with 20 dB INR incident at the mesh, that occupies

the same spectrum as the signal of interest. In the mesh noise dominant case, the

transmitter to mesh has a 0 dB signal of interest SNR, and the mesh to final receiver

has a 20 dB signal of interest SNR. This operating regime is the most difficult case

for a practical system with limited resources to address.
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5.1.1 Mesh Relay Noise Dominant Regime

The initial transmitter transmits a 5 MHz payload signal with a 40 MHz underlay,

where the USR is -6 dB. Both spectra are clearly visible in the power spectral density

(PSD) of the transmission plotted in Fig. 15. The underlay-to-payload bandwidth

ratio is approximately a factor of 8.
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Figure 15: Transmitter Power Spectral Density

Below is the cross-correlation that each mesh node computes blind to each other.

The cross-correlation plotted in Fig. 16 is of the first stage transmission. Significant

noise and interference power can be detected. The peaks of the cross-correlation

are less than 10 dB above the correlations associated resulting when the underlay

is not aligned with the data. Clearly, running an anti-aliasing filter through this

sequence would cause misaligned correlations to overwhelm the integration. Thus,

postprocessing is needed.

I apply a tight window around the peaks of interest, which suppresses the contri-
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Figure 16: Full Rate Mesh Relay Cross Correlation

butions from misaligned correlations to the anti-alias filter. A side effect of this step is

that it imposes a stronger requirement that the channels are line-of-sight dominance.

I assume that signals within the bandwidth do not experience strong multipath and

are significantly line-of-sight dominant.

The target sampling rate is 7.5 MHz. From 80 MHz, the downsampling factor is

3/32. One sampling interval at 7.5 MHz corresponds to 102
3
samples of a signal sampled

at 80 MHz. I observe that the delay spread shown in the above cross-correlation

is within approximately 11 samples. Consequently, the delay spread at 7.5 MHz is

expected to be approximately 1 sample. After resampling, some peaks should fall

between samples, so there should be energy split between lags. After windowing,

running the result through an anti-alias filter, and decimating, the result is shown in

Fig. 17. Notice that there is a single peak in each of the downsampled results. There

is a taper that results from decimating the sinc shape of the anti-alias filter.

I perform cross-correlation to detect the arriving TDMA channel B underlay. The

cross-correlation associated with each mesh relay node’s transmission is depicted in
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Figure 17: Mesh Relay Cross Correlation Downsampled

Fig. 18. In simulation, long data buffers are kept that are unrealistic to maintain.

However, this is not a large departure from detecting within a sequence of smaller

windows. One other point of departure is that each mesh node uses its own training

sequence in the underlay, so that when the final receiver employs detection, only

one peak results from each training sequence over the entire sounding cycle. It is

demonstrated here that the sounding underlay arrives roughly according to the same

interval as each node takes turns transmitting. Observe one peak correponding to

each node. This cross-correlation contains strong peaks, confirming that the second

stage transmission is a strong SNR link.

The time of arrivals are recorded and realigned assuming the ideal channel sensing

transmission sequencing. The result of this realignment is depicted in Fig. 19. A

short window of the cross-correlation centered around each detection is used. This

effectively implements the same windowing technique. The aligned cross-correlations

are zero padded.
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Figure 18: Receiver Detected Training Sequences
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Figure 19: Channel B Estimate

The downsampled result is shown in Fig. 20. Notice that the delay spread after

realignment spans approximately 10 samples here. Naturally in the downsampled

version, energy should be seen to be distributed across taps depending on which part

of the coarser lattice the 10 peaks map to.

Excerpts of the captures zn corresponding to the cross-correlation estimates made
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Figure 20: Channel B Estimate Downsampled

are then downsampled to a sampling rate of 7.5 MHz. The resulting length of

each ẑn is 125 samples. A covariance matrix corresponding to that cycle is created.

That covariance matrix is incorporated to the average. A corresponding eigenvalue

distribution is plotted in the Fig. 22. That averaged covariance matrix undergoes

regularization. Its corresponding eigenvalue spectrum is also plotted in Fig. 21.

Responses corresponding to the interference and signal of interest are visible in both

eigenvalue spectra.

The beamformer is constructed by inverting the covariance matrix and applying it

to the cross-correlation vector. Each filter is parsed from the resulting vector. The

result is normalized based on the L2 norm to best assess performance. The filters are

plotted together in Fig. 23. Within the filter is a structure that effectively corrects for

timing misalignments introduced by the compound channels.

This filters are then upsampled to the system sample rate to be used in the
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Figure 21: Averaged Covariance Estimate
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Figure 22: Covariance Estimate Eigenspectrum

bent pipe processing path. The result is depicted in Fig. 24. Notice more sinc-like

structures as opposed to peak characteristics. This is attributed to the anti-alias filter.

Additionally, it indicates that these filters affect a subset of the system’s spectral

support as it implies some low-pass behavior.

The received PSD at the final receiver immediately following receiver filtering is
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Figure 23: Computation Rate Beamforming Taps
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Figure 24: Full Rate Beamforming Taps

depicted Fig. 25. There is a clear structure attributed to underlay and information

that passed through the bent pipe. The received signal of interest is quiet relative to

the underlay because the interferer took up a significant amount of power and was

rejected.

The PSD of the final reception on the first cycle (without beamforming) is dis-
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Figure 25: Receiver Received Signal Power Spectral Density

played in Fig. 26. Without beamforming, more energy is present in the frequency

band that the beamformer is effecting. This excess energy is attributed toward the

interference. Additionally, significant frequency selective fading is observed because

the non-optimized beamformer does not correct for the significant multi-path that

naturally results from transmitting to mesh nodes and onward to the final receiver.

When comparing Fig. 26 and Fig. 25, observe that the beamformer has fixed the signal

of interest’s spectrum.

Several metrics must be tracked to completely assess performance of the algorithm.

These metrics include the SNR Gain, INR, and SINR measured over sequential

beamformer construction cycles. I compare the measured performance with theoretical

bounds. I compute the theoretical SNR gain that can be achieved. Additionally, I

compute the theoretical INR that results from exact incoherent combination. From

that exact incoherent INR, I can project a target INR that the system must achieve

through beamforming. This target is set 20 dB below the perfect incoherent INR. All

metrics are plotted in Fig. 27. One cycle represents the construction of one set of
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Figure 26: Receiver Received Signal Power Spectral Density without beamforming
optimization

beamforming filters. In other words, the initial transmitter has sent a new training

sequence, which prompts the start of a new construction.

Mesh relay nodes do not have all the necessary information to compute a proper

beamformer on the first cycle, so I expect performance to be poor. On the next cycle,

a proper channel B estimate has been made available to the mesh. From that point on,

the estimate quality may vary depending on the SNR gain and interference rejection

performance that can be achieved, which affects the UINR at the final receiver, and

therefore its estimation quality. As long as the mesh has sufficiently accurate channel

B information, ideal SNR gain can be achieved right away.

On the other hand, the mesh requires several cycles worth of zn data to be

incorporated into the covariance average before a useful covariance matrix can be

obtained. Consequently, several iterations need to occur before the desired interference

rejection capabilities can be realized.

First consider the algorithm’s performance in a simulated mesh noise dominance

case. The SNR gain bound is 12.5 dB and the theoretical INR resulting from perfect
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incoherent combination is 19 dB. Notice that in the first cycle the SNR Gain does not

improve at all over the average SISO SNR. Additionally, the measured INR is close to

the theoretical computation. On the second cycle, the expected SNR gain is achieved,

albeit ∼1 dB off from theoretical. In fact this performance is essentially maintained

through the rest of the trial.

The INR falls over time after the first cycle. The INR hits the target rejection

performance at cycle 5. The INR wavers around 0 dB and eventually drops below it,

meaning the beamformer has buried the interference below the noise floor. Thus, it is

demonstrated in Fig. 27 that the algorithm achieves the desired performance in terms

of payload waveform gain and interferer suppression.

In Figure 28, I compute the INR as seen at many points in space around the

receiver and mesh nodes. This algorithm is characterized by the interfence null only

being realized at one point in space, and the interference incoherently combining

during retransmission at all other points.

5.1.2 Receiver Noise Dominant Regime

The performance of the algorithm under the final receiver noise dominant regime

is summarized in Fig. 29. The simulation that yielded this result used new randomly

thrown initator positions, but the initial transmitter is 200 m away and the final

receiver is 50 Km away. The expected result in this situation is primarily to achieve

20 dB of SNR gain. The INR should be reduced to the noise floor as well. The SNR

gain begins at the perfect incoherent combining bound, which is given by the number

of nodes present in the mesh. On the first cycle, the INR is naturally below the
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Figure 27: Per Cycle System Performance Evaluation in the Mesh Noise Dominant
Regime

noise floor, approximately 7 dB below the perfect incoherent combining theoretical

INR. The beamformer does not need to work as hard to suppress the interference as

the received signal of interest power is easy to increase to maximize the SINR. The

beamformer simply needs to avoid helping the interference at this point. Beyond the

first cycle, the beamformer successfully increases the SNR gain toward the theoretical

bound and the INR is held below the noise power, save for cycle 6 when there is a

lapse in efficacy. The SINR increases from 0 dB in the first cycle to an average of 11

dB for the remainder of the simulation.

In Figure 30, I show the payload SNR computed at many points around the receiver.

This shows the effective far-field array response of the virtual array created by the

distributed coherent mesh. The side-lobe performance is generally about −15 dB
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Figure 28: INR Surface evaluated around the receiver showing the interference
combining at all locations but the receiver

from the peak. There are several strong sidelobes at about −7 dB from the peak gain.

There will be some spatial aliasing as a result of the distributed array configuration.
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Figure 29: Per Cycle System Performance Evaluation in the Receiver Noise Dominant
Regime

Figure 30: SNR Surface evaluated around the receiver showing the far field response
of the transmit beamformer
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Chapter 6

EXPERIMENTS

6.1 Pseudo-Real-Time WISCANet Experiments

I demonstrate my novel approach through a small-scale proof of concept experiment.

The procedure implemented follows the “bent pipe" model. The meshes function

essentially as relays that affect the received signal before retransmitting such that

the signals coherently combine at the next receiving stage. Each node within the

mesh extracts the signal to be forwarded, adds its unique training sequence, applies a

beamformer weight, and sends this waveform over the air.

I used the WISCANet Software Defined Radio Network [48, 20] to prototype the

algorithm in under two weeks. WISCANet has been upgraded to support M × N

phase coherent transmit and receive [20]. This proof of concept uses sets of NI Ettus

X310 radios as surrogates for the single and mesh nodes. This experiment operates

at 907 MHz in the ISM band. I ran these experiments by using approximately 1

MHz of bandwidth. Genie channel feedback is facilitated by utilizing WISCANet’s

stop-and-go functionality and transferring information between radios before the next

step in the transmission cascade. This configuration leverages shared 10 MHz and 1

PPS signals between each element to ensure synchronization in time and frequency.

I first consider the scenario in which there is a single node to 4-node mesh to single

node network (1-4-1). In Figure 31, I present the experimentally measured ratio of

the coherent-distributed-network SINR improvement over the average SISO link. I

provide an evaluation of the ratio of beamformed-to-SISO SINR over three separate
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runs. The mesh provides beamforming but is otherwise a sampled signal bent-pipe

relay. In the first trial of each run, the channel is not known; thus, signal power is

incoherently combined. I expect an improvement of about 6 dB in this case. Because

of the introduction of interference, a smaller SINR gain than the expected 6 dB is

achieved. For trial numbers 2, 3, and 4, the system has the channel estimates, and the

SINR gain averages above the ideal SNR performance of 42 = 12 dB. This achievement

above (but near) the theoretical SNR performance is due to the interference nulling

effects of the beamformer.

Figure 31: Experimental validation of a narrowband beamformer implementation of
the ratio of beamformed-to-SISO SINR given for a single node to 4-node mesh to
single node network with an interferer received at the mesh. The channel is unknown
for the first trial, so the combining is incoherent. Note: The measurement is of Signal
to Interference+Noise Ratio (SINR) gain, but the theoretical limit is formulated as
Signal to Noise Ratio (SNR) Gain.
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Figure 32: Experimental validation of a wideband beamformer implementation of the
ratio of beamformed-to-SISO SINR given for a single node to 4-node mesh to single
node network with an interferer received at the mesh. The channel is unknown for
the first trial, so the combining is incoherent. Note: The measurement is of Signal
to Interference+Noise Ratio (SINR) gain, but the theoretical limit is formulated as
Signal to Noise Ratio (SNR) Gain.

97



6.2 Real-Time Over-the-Air Experiment

I developed a real-time over-the-air distributed coherent beamforming system

using Ettus USRP X310 software defined radios. I implemented both the spatial

and spatio-temporal algorithms discussed previously. I constructed two prototype

distributed coherent mesh beamforming systems, one with 4 elements and one with 8

elements as shown in Figures 33a and 33b. They share the same software that can be

configured for arbitrary numbers of elements, as well as being configurable for many

other system parameters and design decisions.

(a) 4 Element System Design (b) 8 Element System Design

Figure 33: System Designs

The system is written in C++ using the UHD library to interface with the radios.

The Arrayfire and Armadillo libraries are used to accelerate computations and enable

the system to meet timing deadlines. This system is optimized for fast superscalar

processors, such as the Intel i7 and i9 families or AMD Ryzen 7 or 9 series. ZeroMQ

is used to facilitate backchannels between the mosaic and final receiver. It is very

low latency and run in a separate thread to prevent blocking. The system uses a

total loop (transmitter to final receiver) time of 120 ms. This is effectively real-time,

enabling robustness to channel motion and a dynamic environment. Each burst stage

(Transmitter to Mesh, and Mesh to Receiver) takes 60 ms. The constructed prototype

system in the lab is shown in Figure 34.
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Figure 34: Mesh and Transmitter and Interference Source

6.2.1 Waveform Design

The transmitter node sends a training waveform that is used for estimation of the

transmitter to each mesh tile channel. This same waveform is also used for estimating

frequency offsets from the transmitter to the mosaic. This waveform structure is

shown in Figure 36.

The training sequence is designed to be of sufficient length to yield the required

integrated SNR for channel estimation and the phase estimation that feeds the

frequency estimation algorithm. The transmit to mosaic receive stage is able to use

the data from its reception immediately, and so the delay in information use for those

frequency estimates and channel estimates is the guard interval, which is typically

very small, on the order of microseconds. The waveform from the mesh transmit to

receiver is shown in Figure 37.

For the second stage, the training is transmitted in CDMA fashion, so careful
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Figure 35: Receiver looking back at Mesh, Transmitter and Interference

Figure 36: Transmitter to Mesh Waveform Structure

Figure 37: Mesh Transmit to Receiver Waveform Structure
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waveform design is important. It is imperative to consider the wideband nature

(asynchronous CDMA) and the interference, so carefully selecting training sequences

to be approximately orthogonal is required. The lookthrough periods are leveraged

to easily estimate system performance. The SISO retransmissions also allow easy

performance comparison.

6.2.2 Time Alignment Approach

My approach does not require GPS for time or frequency synchronization. However,

I leverage it to provide a coarse synchronization to accelerate our experimental

development and reduce the search space. GPS-Disciplined Oscillators (GPSDOs)

from Jackson Labs (specifically the LC-XO) are used to provide a synchronous GPS

timestamp to each node in the system. The 10 MHz references are unlocked from the

GPS constellation and the GPS disciplining disabled, by leveraging modifications we

made to the UHD drivers. This forces the reference clock on each node to free-run,

and in turn now all the clocks in the X310 (including synthesizers) are free-running,

ensuring the continuous phase requirement. The sample clocks are also all synchronized

to the same clock, ensuring that the sample times are all within the same sample,

with minimal subsample misalignment.

6.2.3 Frequency Alignment

Frequency estimates are performed using phase estimates from the training se-

quence. They are made by comparing the estimated phase from burst to burst, so the

time period over which the estimate is made is driven by the burst length and total

101



loop time of the system. The quality of this frequency estimator is paramount to the

systems operation, and so many other design decisions and parameters are driven by

ensuring the estimator variance is sufficiently low.

A frequency estimate can be made by computing

f̂1 =
φ̂2 − φ̂1

2πT1
. (6.1)

Phases are estimated modulo 2π, creating ambiguities in the frequency estimates.

Ambiguous solutions occur at ± n
T
, since the phase estimate φ̂2 can’t be distinguished

from φ̂2 ± 2πn, n ∈ Z.

Disambiguation can be done by

f̂2 =

(
φ̂3 − φ̂1

)
± 2πn

2πT2
, n = arg min f̂2 − f̂1 . (6.2)

Refinement across multiple bursts is performed using the described disambiguation

techinques. When running at a 120 ms loop-time, I perform this successive refinement

process 4 times, first over 120ms burst to burst time, then 240 ms, 360 ms and 480

ms. This approach yields acceptable estimator variance, with standard deviations

typically σ < 0.1 Hz. I also average the last 5 fully-refined estimates to further improve

estimator stability. This further enforces the expectation that the local oscillators do

not drift quickly.

This training burst transmission and computation will consume the majority of the

computation time. The other challenge is the time it takes to feed estimates around

the network. The frequency and channel estimates are made at the final receiver

element, and must be fed back to the mosaic for use in computations and application.

This is the key information delay that requires tracking and prediction for the future.

The frequency offset and channel estimates from the mosaic to final receiver must

be fedback before use. This ensures a minimum of a loop period before they can be
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applied. The frequency estimate must be of sufficient quality, and the local oscillators

stable in their progression to predict the resulting phase offset from the frequency

error at the future time. The system’s sense of time and sampling clock must also be

stable enough to support this predicted digital correction. The channel coherence time

must also be greater than this information delay, or the system is able to sufficiently

predict its change into the future.

The frequency corrections are all applied digitally. The following signals must

be considered: first, the signal sent from the initial transmitter, s(t), and next, the

reception at each of the mesh elements, yn(t) = hA,n · s(t) · exp(2πjfoffsetA,nt) + η(t).

Recognize that the propogation channel introduces a constant phase shift, and the

local oscillator error, synthesizer error and doppler introduce an additional phase

progression. For the reception at the mesh tiles, the frequency offset can be estimated

and corrected immediately at the tile.

In the signal model, I consider the time t to be the global time according to the

wall clock. Since the inverse phase ramp to correct for the frequency offset will be

applied at a future time, the system must compensate for that difference. Thus, an

arbitrary decision is made to set t = ta + α. ta is the local burst time starting at 0

and counting up monotonically for the length of the burst. The timestamp of the first

sample in the burst is denoted α. The SDR platform allows access to the value of α,

which I leverage to compute the global time for each sample. The mesh then estimates

f̂offsetA,n and applies the compensation exp(−2πjf̂offsetA,nt). Once this application is

complete, the mesh receiver can then estimate the channel without the additional

confounding frequency error. There will be some residual error, but, with sufficient

estimate quality for the frequency, the residual will be small.

The signal is then ready for retransmission. The mesh tile will predict the phase
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ramp that will be present at the final receiving node between its local clock and the

receivers. This is done by compensating the value of α by adding the time between

bursts, so that the transmission will be aligned with the predicted future phase offset.

The tile then applies a similar phase ramp predistortion to the transmitted beamformed

payload to compensate for the mesh tile to receiver frequency offsets. This frequency

correction predistortion is only applied to the components that are desired to be

coherent, using the same sampling counting technique described previously. It is

critical that the training waveform is not corrected, else the channel estimates and

frequency estimation and tracking will be thrown off. If the estimates are correctly

propagated and accounted for, then continuous correction is possible. However, I

choose not to continuously correct because I am not disciplining the system synthesizer

or clock, and instead digitally correct waveform segments.

6.2.4 Beamformer Estimation and Expected Performance

The spatial formulation of the 1−N − 1 beamformer is computed with the shared

data products. The payload signal has the computed beamformer applied, through

convolution. This beamformed payload is then retransmitted with the aforementioned

frequency correction ramp.

In the prior sections, I discussed the designed update rate, and expected perfor-

mance of the frequency offset estimator. With these numbers, I can generate expected

performance targets for the system. For the 4 tile system, with an update rate of

τ = 300 ms and a frequency estimator variance of ≈ 0.01 Hz, the maximum SNR

improvement is 11.93 dB and the maximum INR Reduction is −13.6 dB. This is a

performance loss of about 0.12 dB from the theoretical maximum for SNR improve-
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ment. For the 8 tile system, with an update rate of τ = 120 ms and a frequency

estimator variance of ≈ 0.0025 Hz, the maximum SNR improvement is 17.93 dB and

the maximum INR Reduction is −27.49 dB. This is a performance loss of about 0.13

dB from the theoretical maximum for SNR improvement. The variance of the gain

performance is expected to decrease as 1
N
, where N is the number of elements in the

mesh, assuming all contributions are independent. The expected performance curves

and operating points for these two systems are shown in Figures 38 and 39.
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Figure 38: Expected SNR Improvement Performance for Prototype Systems

6.3 Over-the-Air Real-Time Experimental Results

The system with 4 tiles performs within about 1 dB of the expected SNR improve-

ment bound. The 8 tile system performs within about 0.5 dB of the SNR improvement

bound. SNR estimator variance contributes to fluctuation is in the gain estimates.

The interference rejection with 4 tiles was approximately −12 dB and with 8 tiles,
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Figure 39: Expected INR Reduction Performance for Prototype Systems

approximately −22 dB. While performing interference rejection, the SNR gain for the

4 tile system was an average of 6.3 dB and for the 8 tile system, an average of 13.3

dB gain. These nulls are limited by the estimation quality of the covariance matrix

achievable when sample starved as a consequence of constraining feedback rates. They

are also limited by the frequency correction performance of the system. This is the

first time, to the knowledge of the authors, that interference rejection over the air in

a distributed coherent system has been achieved. The SNR improvement results were

achieved in the receiver noise dominance regime, where the SNR improvement is most

critical to system performance. The interference rejection results were achieved in

the mesh noise dominance regime, where the interference rejection capability is most

critical.

In the SNR improvement dominated regime, the experimental system achieves

approximately 77% of the theoretical gain with the 8 element system. As seen in

Figures 40a and 40b, the coherent gain improvement is stable over time, and the

algorithms are able to compensate for motion, oscillator variability and the natural

noise of an over-the-air distributed beamforming system. The interference rejection
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performance on average is 22.45 dB. This is about 5 dB from the theoretical limit for

a system with the specifications I constructed. I attribute the system not reaching

the theoretical limit firstly to our frequency estimator variance being higher than the

0.0025 Hz specification, and secondly to the reduced sample support used to estimate

the covariance matrix for inversion.
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Figure 40: Over-The-Air Experimental Results. In Figures 40a and 40b, we present
the over-the-air real-time distributed coherent mesh beamforming SNR improvement
performance for 4 and 8 element meshes respectively. The results were collected in
the receiver noise dominant regime, with performance within approximately 1 dB
of the theoretical limit. The first data points are during the initialization of the
frequency correction, accordingly they achieve incoherent gain. In Figures 40c and
40d, we present the interference mitigation performance for 4 and 8 element meshes
respectively. These measurements were made in the mesh noise dominant regime with
a signal to interference ratio of −7 dB received at the mesh.
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Chapter 7

SUMMARY

In this work, I discussed the fundamentals of distributed mesh beamforming

systems and approaches to practically implement them. Additionally, I have outlined

the algorithms required to support this distributed communications topology and

augmentations to support practical and implementable systems. I then demonstrated

the feasibility of the novel approach in both SNR improvement and interference

reduction capabilities in simulation and in a psuedo-real-time OTA experiment thus

validating the proposed algorithm and adaptations. Next, I implemented real-time

intramesh synchronization in timing and frequency by trading coherence ambiguities

for system resources. I further extended WISCANet to be able to run in real-time and

enable distributed coherent system prototyping. Finally, I developed and demonstrated

a practical real-time laboratory experiment that fully implements all synchronization

and beamforming capabilities and showed a practical way to achieve the expected

performance.
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