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ABSTRACT

In the deregulated power system, locational marginal pricesised in
transmission engineering predominantly as near real-time grignals. This
work extends this concept thstribution engineeringo that a distribution class
locational marginal price might be used for real-time pri@ang control of ad-
vanced control systems in distribution circuits. A formulationtifigr distribution
locational marginal price signal is presented that is basgmbwer flow sensitivi-
ties in a distribution system. A Jacobian-based sensitivity sisdiyas been de-
veloped for application in the distribution pricing method.

Increasing deployment of distributed energy sources is beamy atethe
distribution level and this trend is expected to continue. To faelian optimal
use of the distributed infrastructure, the control of the energydémn a feeder
node in the distribution system has been formulated as a multiobjeptineéiza-
tion problem and a solution algorithm has been developed. In multiobjective prob-
lems the Pareto optimality criterion is generally applied, @mmonly used so-
lution algorithms are decision-based and heuristic. In contrasttrematically-
robust technique called normal boundary intersection has been maoateles fin
this work, and the control variable is solved via separable programming.

The Roy Billinton Test System (RBTS) has predominantly beed tee
demonstrate the application of the formulation in distribution sysiemtrol. A
parallel processing environment has been used to replicate thieudesl nature
of controls at many points in the distribution system. Interactiohsele@ the

real-time prices in a distribution feeder and the nodal prickseaggregated load



bus have been investigated. The application of the formulations in ateidlap-
erating condition has also been demonstrated. The DLMP formulatsobe®m
validated using the test bed systems and a practical framdovatk application
in distribution engineering has been presented. The multiobjectivainpgtion

yields excellent results and is found to be robust for finer teselutions. The
work shown in this report is applicable to, and has been researotedthe ae-
gis of the Future Renewable Electric Energy Delivery and gemant
(FREEDM) center, which is a generation Il National Sciencanéation engi-

neering research center headquartered at North Carolina State Wyiversi



“Your whole question is, ‘What do | do?’. | have no answer.”

H. H. Sri Sri Ravi Shankar

Dedicated to all spiritual masters - past, present and future;

though too insignificant an offering, this is a humble reminder to the self

of all the timeless moments this work has made possible.
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Chapter 1
DISTRIBUTION SYSTEM OPERATIONS
1.1  Motivation

Traditional operational objectives in a power distribution systerudec
voltage regulation, loss reduction, and maintaining distribution assdindpa
within rated limits. Mostegacydistribution systems have minimal control possi-
bilities — mainly shunt capacitor switching for voltage regulatamd possible tap
changing at the substation end of distribution primary feedersr Gfbieal op-
erations belong in the category of distribution system proted@vees like fuses
and reclosers. Load management and restoration also constitute comman ope
tions for distribution systems, as implemented by several esilifTherefore, in
general distribution system operations are mainly centereddesviiae reduction
of disruptions in circuits and the supply, and the adequate managenedat-of
tricity delivery. In recent times, special attention on incréas8ability and qual-
ity of power delivered, has garnered much importance.

Under contemporary environments, additional operations and controls
may be in place such as energy and power management, reagteedispatch,
and management of renewable resources. Energy storage ibudiistrisystems
has also been proposed, and this too would entail control. The optimizatien of
operating point in power distribution systems can be viewed as teobpedttive
problem. One hobble in the traditional approach to distribution engineleaisg
been a minimum of control possibilities; another has been a paucttgadured

information; yet another has been the basic nature of radial diginkprimaries.
1



Some of these issues are changing rapidly with the advent @niaet Grid.
Also, the potential introduction of relatively high levels of distrdslenergy re-
sources and energy storage devices at residential, industdatpenmercial load
sites changes the generalized approach needed in distribution engin&éen
strategy that is needed for the control of energy storageetelicated in the dis-
tribution system suggests the search for a control signaligoals) that capture
long term objectives.

In 2008, the U. S. National Science Foundation inaugurated an engineer-
ing research center denominated the Future Renewable Elexaigy Distribu-
tion and Management (FREEDM) center. The essence of the FREtRMY
management controls relates to the balancing or management of \@aijeas
tives including: peak demand reduction from the legacy systemprabpenetra-
tion of renewable resources, low cost to the consumer, the abilgypport at
least part of the demand in the case of loss of power supphytfre conventional
distribution system, and reduction of greenhouse gas emissions. Greeréin
enablers of these objectives is the planned use of a solid stagéotmer (SST).
This component is a digitally controlled converter that is capabtiwirolling
power flow, voltage magnitude, and various phase relationships of camdnt
voltage.

Some operating states in distribution systems are best codtiolleal
time (e.g., voltage magnitudes). Voltage magnitudes are lacgalyolled by re-
active power demands and assets in the system, and all ofdbtss are basi-

cally real time variables. Energy demand over some time pdiicahd peak
2



power demand (e.g., daily peak) in a feeder, are both quarttiéiesdcur and can
be controlled over a much longer time horizons. Figure 1.1 shows a giabri

time horizons of some of the operations in a distribution system.

i

Energy |
Management

Frotection — Q=

|

Fuses
Circut
Breakers 7|

Capacitor |
Switching

—a_

»—

Ims 100ms 10z 10min 1h 1 day
Time horizon

o

Figure 1.1 Time horizon for operations in a distribution system (approximately
logarithmic scale)

In interconnected transmission networks, locational marginal prices
(LMPs) are used to quantify the cost of the next megawatt dhelivered to a
specified point of delivery at a given system operating point. LE#Psthus be
viewed as pricing signals that in an energy market didwaefficient or optimal
functioning of the system assets to serve load and maintain bafapogver in
the bulk power system. In essence, LMPs appear to have chatasteéniat are
consistent with some distribution engineering objectives relatezhérgy flow
and energy management. For purposes of this registtibution system control

is taken to refer to energy management, and not voltage contratemsprotec-



tion. The latter two subsystems occur in a high speed time horizopreswma-
bly are decoupled from the energy management milieu.
1.2  Objectives and Scope of Research

The primary objective of this work is to develop a time-of-dayipgiand
control strategy for power distribution systems that would be hmalefor the
optimal operation of the distribution system, both with contemporarytipeac
and envisioned future advances. A distribution locational margired (IDLMP)
based formulation has been investigated for this purpose. A power flow sensitivity
based formulation has been developed that takes into consideration the oper
tional characteristics of power distribution systems. The optouoatrol of the
energy demand on a distribution feeder with the presence obdtstliassets has
also been investigated in this work. The particular points of sttefethis study
are:

I.  Formulate a model for distribution class locational marginakprics-

ing a sensitivity based approach, for power distribution systems.

ii.  Analyze the characteristics of such a formulation and its opeet
reliability in distribution systems.

iii. Develop a multiobjective optimization based control technique to
minimize the energy demand on a feeder with dispersed distributed re
sources and storage elements.

Iv. Test the DLMP and control formulations on a test case that provides
the characteristics of the transmission network and details oigtre

bution circuits at its component buses.
4



v. Study possible interactions of the control formulation in the distrib
tion system, on the bulk power system price structures.

vi. Perform extensive simulation tests on different types ofbedtsys-
tems available in contemporary literature, considering differentaepe

tional scenarios common for distribution system analysis.

vii.  lllustrate the DLMP for the FREEDM system.
viii.  Present a roadmap for the practical application of the alg@ithen
veloped.

1.3 Literature Review

A sampling of literature accessible on the topics of intenestis study is
presented here. Some of the issues relating to the controls (bstthgeand envi-
sioned) for distribution systems, locational marginal prices, multtige opti-
mization, and integration technologies for renewable resources@adesin the
distribution system are chronicled in the follow discussions.
Controls in Distribution Systems

Power distribution system controls and operations have been a topic of
study and innovation from its inception [1], more so in recent yaFdo the ad-
vances in the computational and technological spheres. As discussed eadi-
tional control operations in distribution systems can be predomingptfiet by
voltage regulation and reactive power management [2-3], protectssd lwn-
trols [4-6], power quality control algorithms [7-9], and the manageroé har-

monics and non-sinusoidal loads [10].



Automation in distribution engineering using distribution management
systems (DMS) was first conceptualized and used by sevditésiin the 1990s,
akin to its transmission engineering counterpart, the energygaameat system
(EMS). Some of the key ideas here included supervisory controledaddquisi-
tion, automation of distribution substations and feeders, and distributicamsyst
analysis applications [11-14]. Optimal feeder reconfiguration, cerecdal/oltage
control etc. are added functionalities in a DMS, and have beemsdest in great
detail in reference [12]. Some DMS control functions are impleadeimherently
different from the transmission case. The control functionalitieg dae to the
following factors: distribution systems are radial feedersevtidnsmission sys-
tems are networked; distribution system devices to be monitoretbaatd
throughout the distribution system (e.g., on pole tops) while transmidsioces
are predominantly localized within the substation; typical disinbuystems are
subject to topology changes that are more drastic and freduzenthe transmis-
sion counterpart [11-13] — e.g. due to feeder reconfigurations, gfeaqeiency
of system outages, regular system expansion etc. In exisgmgrsos, it should
also be noted that the level of automation in distribution systefas Iswer than
in the case of transmission networks.

Another facet of control in distribution system is demand-side neanag
ment, where the dynamic response of the demand-side to fluctuatidoad
prices could play an important role in shaping the future of dertegutnergy
markets [15-16]. Some potential implications of demand response skscus

literature are the stabilization of grid frequency [17] and optimatstment in
6



power generation [18]. References [15-19] provide an excellent bacidyend
conceptualization of demand-side management.

The increasing penetration of distributed resources and storagesdievice
the distribution system is an expected phenomenon. Several eigctrécket op-
erators e.g., California Independent System Operator (CAISOS, lesen work-
ing on integration of renewables and storage in their distributionits{20]. En-
ergy storage integration in view of mitigating large egergmps during load
pick-ups in the morning and ramp down in the evening, and cases of ove-gene
tion have been proposed by CAISO. Storage participation in the ansiéavice
markets is also being studied by several market operators [2EntRbtchal-
lenges that could be attributed to increased storage and distriougegy re-
source (DER) penetrations are: the need for models to foresasirces, efficient
monitoring and control, integration within existing system operatiorante-
nance of system operating limits, and potential for inadverteandsig [20].
Reference [22] discusses energy storage in distribution syséewhghe controls
of this asset.

The FREEDM Systems Research Center

The United States Department of Energy has indicated the festires
of the ‘Smart Grid Initiative’ [23] as efficient, accommodatimgotivating, op-
portunistic, quality focused, resilient, angiréen. Therefore, the Smart Grid as
outlined implies that control and optimization should be used in all eksno#
power systems, and recently new initiatives have been put fortbntook and

manage energy and resources in power distribution systems. Onaisatie is
7



the Future Renewable Electric Energy Delivery and Managemsteénsycenter
[24].

FREEDM is a generation lll Engineering Research Center spamhdor
the National Science Foundation. The FREEDM center focuses oalltheirig,
listed approximately in order of priority:

I.  Application of solid state devices and power electronics in power dis-
tribution systems
ii.  Integration of renewable resources in power distribution systems
iii.  Application of control and system theory to make power distribution
systems ‘smarter’.

The work done in this dissertation constitutes some of the effbrise
FREEDM system center. Smart Grid technologies appear topeeially appli-
cable to electric power distribution systems because thegeraumber of control
and optimization possibilities near the point of end use. A compariscentfl-
ized and decentralized control structures [25] is shown in Figure 1.thefapti-
mized point of end use. Projected designs of future distribution systerhude
many control features [26-29], smart capabilities (i.e., using une@ents to ef-
fectuate control) [30-32], and innovative metering and rate strucinirescour-
age desired modes of operation [33-34].

Energy Economics
In the United States, the state of California was the firshplementing a

market based environment in the energy delivery sector [35].
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Figure 1.2 An example of centralized and decentralized control structures pro-

posed for future distribution systems [25]
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A wholesale electricity market implementation was undertakeb9b2
with the Federal Energy Regulatory Commission’s (FERC) Tn&gssson Open
Access system, and the establishment of the Independent Systemato@pe
(ISOs) and Regional Transmission Organizations (RTOs). Aleetsiructure of
the electricity markets and the operations of ISOs and RTObecéwund in ref-
erences [36-38].

The spot price for electricity refers to the quoted price aftedity deliv-
ery in MWh for an immediate market agreement, and was pirgposed by
Schweppe [39]. More commonly known as locational marginal prices or nodal
prices, they indicate the expectation in the direction of movemethieainarket
prices. Hence, LMPs are viewed of as ‘shadow prices’ that depict thgechraan
objective to be optimized, when the constraints are marginallyrped. Typical
hourly day-ahead LMPs are shown in Figure 1.3, observed in the CAEBKet
for October 14, 2011 [40].

LMP based pricing is commonly used by most of the market opeiators
the US today. Some of the issues relating to an LMP based raagkéhe predic-
tion of transmission congestion and prices with load variations [41]ufatimg a
robust LMP evaluation [42], impact of wind production on LMPs [43], and they
have been investigated in the references provided. References [44-dihedes

how LMPs are calculated, and references [46-47] describe how they are used.
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Figure 1.3 Day-ahead LMPs for utilities in the CAISO market (shown for
10.14.2011) [40]
Pricing in Distribution Systems
In view of increasing penetrations of distributed assets in #gtdkdition
system, spot pricing in distribution systems has gathered muatesnt&pot
prices can be evaluated considering different optimization sosniaria feeder
e.g., global benefit problem, customer benefit problem [48] etdidinibution
feeders with the presence of distributed resources, nodal preedesusd to be
useful in incentivizing asset owners and participants [49]. Regulaf prices in
the distribution level has also been undertaken in certain caspsocdecap regu-
lations and yardstick regulations, that are set by utilitiesregalating operators.
Marginal pricing in distribution systems is also important inwad distribution

system expansion and planning [50]. A method of extending LMPs taodistri
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tion systems has been developed in this dissertation. The sah&untes and con-
trol applications have been demonstrated as well.

Furthermore, distributed generation (DG) in distribution systesuklde
viewed as being similar to transmission networks. Therefore, teclsnigueric-
ing for distribution systems similar to those used in transomssystems have
been studied in references [49-52]. Reference [53] describes aclewque for
calculation of LMP using a game theoretic approach. A unifoargmal pricing
technique for distribution systems which requires much less congutsicom-
pared to other approaches has been presented in reference [54]. giciew
technique which takes into account the reliability costs of themsys also been
presented in [55]. However, this technique is computationally compleenw
compared to standard pricing methods, which do not incorporate unreligddtity
erance of the nodes.

Renewable and Storage Integration Technologies in Distribution Systems

The integration of renewable energy resources in distributioterags
poses certain issues like intermittency of the generated poefereRce [56] has
proposed a storage-level solution for this problem in the form of amalgbat-
tery storage system, and reference [57] discusses a contiehniga for linking
renewable sources with the distribution system. Reliabilityyarsabf distribution
systems with renewable sources has been studied in refefB8eg2]. The reli-
ability of radial feeders attached to distributed generationalsmsbeen studied
[58]. References [59-61] look at the reliability of distribution egst from differ-

ent renewable sources under different modes of operation. An optimdirea-
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tion of different renewable sources in the system in order nomize energy loss
has also been studied [63]. Minimization of energy losses by mgpigng opti-
mal smart grid settings have been studied in [14, 64].

A strategy for minimizing energy losses in the systemnbggration of
energy storage systems has been presented in [65], where thelgradase of
battery storage has been considered and optimality has beersksthbRefer-
ence [66-67] discusses the idea of integrating battery staremdistribution sys-
tems with considerable photovoltaic penetration in order to overdwnadblem
of intermittency. The implications on distribution system operations and ewerco
ing the voltage rise problem have also been studied. Referenclo¢&8]at the
placement of storage systems in distribution networks for high penétration,
and an optimal allocation strategy has been developed. The ecomelalicgy to
energy storage implementations in distribution systems with pa@tive analy-
sis of different storage mechanisms has also been presented [69].
Multiobjective Optimization

The application of multiobjective optimization [70-71] tools and methods
has been made in literature in various scientific disciplines raeddisciplinary
research initiatives. A multiobjective optimization problem (M@Phe quantita-
tive assessment of a control varialllen simultaneous view gb objective func-
tions. Thep objective functions can be united into a single objective vécias

follows

FR" > RP) = X a F(X) = (F(X), f(X)..0o(X)T | (1.1)
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The arrow notation shown in (1.1) represents the mapping of a furf¢pn
whereX is a vector andl is also a vector. Since an individual function could con-
tradict another and be incommensurable, it is necessary to foerhulta mean-
ingful form, accommodating all functions fn This necessitates the need for an
appropriate optimality criterion called Pareto optimality [73-&t]d the refer-
ences indicated provide a detailed formulation of it. A derivation oh#doessary
conditions for the Pareto optimality criterion has been shown imerefe [74].
MOPs are also traditionally applied to continuous dynamical sgstetmere it is
transformed to an optimal control problem. In the case of discysterss, the
corresponding class of optimization problems is called disaratedptimal con-
trol. The energy demand and cumulative costs incurred in a feezlglisarete
time-variant functions. The application of MOPs in the approach showmsn
work for optimizing the energy demand on a feeder is one example of the same.
Applications of Pareto optimality and MOPs in power engineezargbe
seen in the optimal reconfiguration of distribution feeders [75] earbmission
congestion management [76]. Several efforts to resolve some of the issuleg relat
to managing the energy needs of distribution systems withidistd assets have
been proposed and implemented. Lasseter in [77-78] discusses autonomous con-
trol strategies for the micro grid systems using active poxgesus frequency
droop characteristics. Lehtonen al, in [79] present a distribution energy man-
agement system in view of power system markets. The distributiengye man-
agement problem is one of managing multiple objectives some of wiaghbe

inherently conflicting. It can be viewed as an optimal utilizatioDBRs and dis-
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tributed energy storage devices (DESDs) in the power distributisters to
minimize several objective functions, and subject to energy batarttéoad bal-
ance constraints. Large system solutions introduce high dimensicaaditthere
is the added possibility of issues relating to non-convergence. Inoaddjener-
ating a Pareto optimal solution can prove to be difficult for non-copveblems.
Solution methods for MOPs have been discussed in references [80e8idirig
evolutionary approaches and mathematically robust algorithms.
1.4  Organization of this Dissertation

The review of traditional transmission level locational margomades and
a formulation of distribution locational marginal prices usinggasitivity based
approach are presented in Chapter 2. Chapter 3 presents the contranproble
viewed as a multiobjective optimization problem. The optimizatich@fpoint of
end use, with the presence of distributed resources and storage tesidesen
dealt with. The principle of Pareto optimality has been discussédasuitable
solution algorithm for the problem is developed, based on the normal boundary
intersection method. Chapter 4 describes all the example test @ag the test-
bed systems used for analysis. The corresponding results obtairadfioexam-
ple have also been described. In Chapter 5, conclusions drawn fratudye a
list of recommendations and future work are listed. Appendix A ptedke test
data used in all the cases shown in this work. In Appendix B, atraliwve ex-
ample is shown that depicts in detail, the different algorithrad usthis work in
solving non-linear multiobjective problems. MATLAB based computer programs

used in the simulation of the test cases have been presented in Appendix C.
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Chapter 2
MODELING POWER SYSTEM PRICING AND AC CIRCUIT RESPONSE
2.1  Locational Marginal Prices

Locational marginal prices in transmission engineering WWestconcep-
tualized as ‘spot prices’ for the electricity market biw8eppe [39]. As discussed
earlier, LMPs indicate the direction of the expected movemenhefmarket
prices, and depict the change in optimal economic dispatch objectiveofuncti
when its constraints are perturbed marginally. Therefore, depict the cost of
satisfying the next increment (or decrement) in energy denmtaadystem node.
For this reason LMPs are also referred to as a ‘shadow’ friee perturbation
can be two-sided (i.e., positive or negative), hence LMPs acuetigte the cost
of delivering the next marginal change in the demand at a bus. [f@actical ap-
plication, LMPs can be said to be the cost of delivering the M&xh of energy
at the bus under study (though anomalies in LMP computation due to tiee dec
ment in demand have been observed). The mathematical basis of thenidifie
formulation of a distribution class LMP are presented in this chapter.

In a modern deregulated energy market, LMPs play a crucalalen-
ergy economics is closely tied with the time and location ofggndelivery.
Though there are no exact models in public domain that specifyMeftrmu-
lations used in energy market operations, the AC optimal power fRRF)
model or the approximate DC OPF model could be used to formh&ateMP. In
case of computing LMPs as dual variables from an OPF solutiohMPs are

disintegrated into an energy, marginal loss and marginal comgestimponents.
16



In this case, it has been observed that the selection of g#rerme¢ bus for com-
puting the dispatch will affect the LMP calculation. While thepdich remains
the same, changes in the reference bus will cause changes in the LMiasecbm

A general AC OPF problem can be depicted as follows,

min C= XG°(P?) (2.1)
ieH
such that

F(O,V,P?,Q%) =0 (2.2)

pg. pg pg
& e lo] e

Srl‘nin < Sl < Srl‘nax'
(2.4)

V. <V <V

min = max?

whereH is the set of all generator units! is the fuel cost function, arfef and

QY are vectors of generator active and reactive power outputs. Thé @orre-
sponds to the power flow (or active and reactive power balancejew@ and

V are the vectors of system states — bus voltage angles amitudas, and®
andQ are vectors of active and reactive power bus injections. The optimization is
also constrained by the limits on active and reactive power outlt génerat-

ing units and the system operational limits (e.g., limits onfliwes (S) and bus
voltage magnitudes) which are inequality constraints (shown in (Ih4)jactice,

a security constrained OPF is used to calculate the LMR®enge market opera-

tions. The security constrained OPF is an OPF that takes irdarddtie N - 1’
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contingency criteria, as constraints in the optimization. The isg@anstrained
OPF has not been considered in this work.

The rate of change of the optimal solution of the OPF with redpect
change in active power load at a lbusould represent the LMP at blkusdenoted
by 4. Theoretically this is possible if the solutiGnis a differentiable function of
the perturbation in active power bus inject®f at an optimal operating poiRrt.
Thus the LMP is found to be the Lagrange multiplier corresponditigetactive

power balance equation for bkig the AC OPF (in (2.2)),

o

= . 2.5
oR’ . (2.5)

k

Owing to high dimensionality, it can be time intensive for a lggeer
system to be optimally dispatched using an AC OPF. Convergetite sblution
can also be an issue in case of bigger systems. The DC @RmKézarized form
of the AC OPF and has traditionally been used more often in enengpetappli-
cations owing to its computational ease and mathematical sitpydd@]. The
following are often the assumptions made in formulating the DC éiftem for
transmission systems:

I.  Resistance of linesR() is considered insignificant compared to its re-
actanceX)).

ii.  Bus voltage magnitudes are assumed to be flat (i.e., very oldseQ
p.u.), and bus voltage angle deviations (compared to a reference bus)

are assumed to be small.
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iii. It follows from the previous two assumptions that the active power
balance constraints can be neglected from the OPF formu(agqgrin
(2.2)).

From the third assumption, it can be seen that the losses insteensyre
not modeled inherently in the OPF. Therefore, while using the DC Q@&ifginal
costs of congestion and loss are also included along with theyesmmgponent in
the LMP at buk (1) (see Figure 2.1). The cost of energy compongn] (s the
cost of energy delivered at the reference bussi@sk bus) selected in the OPF
formulation. Hence, it can be observed that for different selectiotiseofefer-
ence bus, the energy component of the costs are different. The rhkrggnzom-
ponent £ ) is used to represent the incremental cost of losses incarreptit
mally dispatch the system. This term is therefore calalilasethe partial deriva-
tive of the total power losses in the system with respeattieegpower load ak.
The losses are a non-linear function of bus power injections;foherdhe mar-
ginal cost of losses is calculated using a linear approximédrotie losses as a
function of theP,’ quantities. The marginal congestion componggy) (s calcu-
lated as the cost to re-dispatch the system as a disedt of line limits being
constrained, due to an incremental chang®dh This term is computed using
generator shift factors (GSFs) or using the system powesfar distribution fac-
tors (PTDFs). The LMPs at a blkusfrom the DC optimal dispatch [47] can thus
be calculated as,
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03 R
Ay =y + —ap'ffs' + 2GS (2.7)
k

wherey, is the Lagrange multiplier in the optimal dispatch correspondirthe
line active power flow constraint at lingeandP.ss, represents the active power
loss in linel calculated at the optimal operating point. This calculation process has

been depicted in Figure 2.1.

Age
| #1: Ref Bus

G5

| I li!ne.é'

| 1
P Prosst + Pl | _
i J i

Figure 2.1 Generalized LMP calculation for ks a transmission network
2.2 Mathematical Formulation of DLMP
LMPs can be said to capture tinee costof energy delivery. The DLMP
formulation for distribution systems can be derived following alammethodol-
ogy as in the case of transmission systems, but some keysfaeka to be con-
sidered. Distribution systems have higher resistance to reactatios of the
lines, as compared to transmission systems; and are predomiraghdlyin na-
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ture. Also, the appearance of single phase loads and latenaleesudt in three
phase unbalance in the distribution system.

Another criterion to be considered is the fact that most distoibbaircuits
are designed and rated to twice or thrice the expected loaditite lines. Trans-
mission system states are monitored and controlled in operati@hdlme i.e.,
ranging from a few seconds to a few minutes; unlike in the afas®st existing
distribution circuits. With the advent of ‘Smart Grid’ technology tjiouthis is
likely to change and a DLMP based control solution can be implementsgatit
mize system operation. The extension of the LMP concept to digtnsistems
would be beneficial in developing advanced controls in distribution sgstéth
available dispersed distributed resource infrastructure. The nemeets of the
DLMP (denoted byj) at a bug, in the distribution system are:

I.  cost of energy over the next hour at the several points of defreen
the transmission (or subtransmission) system to the distributitensys
at the distribution substation, denoteddiy

ii.  cost of losses in the distribution system attributed to incremieaiz:
ing at the selected bus, denotedas

iii.  cost of congestion, loading, and other factors related to networked dis-
tribution system loading denoteddg, and

iv.  value of utilization of renewable resources, a signal oppositgmtai
Jke, denoted as.

Mathematically,
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5|( = Ce5k,e + Ck5k,k + Cg 5k,C -V (28)

whereC,, C;, Cy are empirical constants that convert the cost components to a
consistent measure. A general concept of DLMPs and the computatios erf-
ergy components of DLMP are depicted in Figure 2.2. The feeégrs &)

shown can be networked along the feeder lengths, as shown.

Supply l dre = fiA51) supply 5::e = f{ds1, Asy) Supply

Bus #S; FEN Bus #Si_/\_iﬂ \_Auus # g

TTT ek Rk

Nodeﬁ'c | Nodeﬂ:l | o
A T A T T T
't'_f_.'__p-_.l 't'__o-"_.'_.o-"_l ==t

_ - e - - g -
(a) (b

Figure 2.2 DLMP computation shown with (a) single supply, (b) multiple supplies

The several components of the proposed DLMP are formulated as follows,

dn
Oke = 27 A (2.9)
i=1
n ok
S = D 2.10
! I=1 6Pk ( )
n op
Spe=3—— 2.11
e = 2 op (211)

whered, is the number of all subtransmission and transmission supply points to
the distribution systent; is the LMP at substatioh z; is the participation factor

of the substatioir n is the number of lines in the distribution systétg;s is the
22



active power loss in the life P is the active power bus injection at Hgsand
P/ is the active power flow on line All the quantities depicted in (2.9) — (2.11)
are real and scalar.

The energy component is computed for a single supply-end, by using the
LMP computed from the optimal dispatch of the transmission netwodade of
multiple supply-ends, it is computed by applying participation fadtorthe sup-
ply-ends. This has been depicted in Figure 2.2. The participation factomss-
signed based on a power flow algorithm. This has been discluasedn this
chapter.

The loss component of the DLMP is computed as shown below. Consider

the active power losses in a lihand the active power delivered at lues
Rosst = (I1*R (2.12)
PP =V, 10, (2.13)
wherel' is the current magnitude in lide(note: the magnitude notatiohx'||is
dropped for conveniencelR is the resistance of line Vi is the voltage magni-
tude at busk; ¢ is the power factor in the line at bksl® is the load current
magnitude at bug Assuming the bus voltage magnitudekakemains constant

with very small perturbation in the loading, it follows that theivdge of line

losses il with loading at buk can be computed as

ORossi  Poss Al 0((11)?R) ol

oR® ol aR® Al oM
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R Vg, AP

(2.14)

The current derivative term in (2.14) can be appnated using the power trans-

fer distribution factors for the system as follows,

a,
TR (2.15)
Z . —(Z . ’
pij = {( bus)|k Z”( bus)]k ] (2.16)
1]

wherepijj« is the PTDF relating the loading in lih¢from busi to busj) with load-
ing in busk. The notation Zpu ik is the element on th& row andk™ column of
the bus impedanc&,) matrix, andz; is the primitive impedance of lirle The
approximation in (2.15) is valid for feeders thahibit near unity bus voltage
magnitudes [82]. Note that the partial derivatieet in (2.15) is real with the ab-
solute value of the PTDF being considered. Henegyatives are taken of real
guantities with respect to real quantities, andefoge the Cauchy-Riemann con-
ditions are not involved.

In case of the congestion components, the pargavative of active
power flow in linel with load at bugk is computed through the reduced-form DC

power flow model, as shown below

oP
_8Pb = Xk (2.17)
k
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wherey « is the rate of change of active power flow in lineith active power
load at buk, calculated from the reduced-form model. The tgrean be derived

in matrix form as follows,

Bt 0
—H .
X bA{ 0 0} (2.18)

whereHy, is the primitive line admittance matrix, aAdis the non-directed bus-
line incidence matrix. The notatid® corresponds to the modified bus suscep-
tance matrix which is calculated by removing the Bnd column corresponding
to the swing bus from the susceptance matrix, wBasethe bus susceptance ma-
trix referenced to ground. i denotes the total number of lines in the distrdout
system, anah, the total number of buses; thig matrix (size:n, rows andn, col-
umns) is diagonal with the line admittance of lirees the diagonal element of row
I. TheA matrix (sizen, rows andh, columns) is 1 at thkl andl,j entries, where
denotes the ‘from-bus’ number apdenotes the ‘to-bus’ number for liheTheB
matrix (size:ny,-1 rows and,-1 columns) has a similar structure as the bus tadmi
tance matrix of the systenYy and considers only the line susceptances, with
the row and column corresponding to the swing lalsted.

The foregoing is an example of the DLMP formulatitins possible with
a similar approach to include other objectives phdnomena. For example it is
possible to include different values of renewal#eeagation, e.g., generation that
does not produce green house gases, more complé&lsnof distribution net-

work congestion, peak demand reduction, energyusag the peak demand pe-
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riod, and load power factor. The generalized DLMPRfulation for buk in a dis-

tribution system is shown in Figure 2.3.

Supply Bus # B O = A5

5) s,

Figure 2.3 Generalized DLMP formulation for Bum a distribution system
It is important to note that the power transfettribsition factors used to
approximate the network model in (2.15) and (24dré) based on approximations
that are close to the exact power flow sensitisifer a transmission network. But
in the case of distribution systems, for great@ueacy a closer look at distribu-
tion factors is warranted. The DC network assummgtido not provide a great
deal of accuracy in most cases while modeling yistesn at the primary distribu-
tion level. Since the ratios of resistance to r@act of the distribution circuits are
higher than in transmission networks, the active agactive components of
power flow are essentially coupled. Additionallyjnce the voltage levels at the

downstream end of a distribution feeder can beiderably lower than the volt-
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age at the distribution substation, the assumptaingltage magnitudes being
closer to 1 p.u. also could be overridden. Theofwilhg sections develop a full
AC model of distribution factors calculated at &dfic system operating condi-
tion, using the Jacobian matrix of a Newton-basedqv flow program. An AC
model for power transfer distribution factors haem studied and presented in
literature [83-85] that is based on the Jacobiartrim@f a Newton-Raphson
power flow algorithm. The approach taken in thissértation is based on the idea
developed in the aforementioned references, bestako account an additional
correctional factor.
2.3  AC Sensitivity Analysis of a Power System

For a power system with, buses and lines, the power flow solution by

Newton’s method [82] is obtained by solving thddaling linear system of equa-

AP]_ J[4® )
AQ| lav ]|’ (2.19)

where AP andAQ are vectors (lengtmy-1) representing the active and reactive

tions iteratively

power mismatches at each bus (excluding the swiisy @he matrixJ represents
the Jacobian matrix of first order partial derivatterms with respect to the volt-
age angle and magnitude at each bus;/aBdandAV are vectors (lengtin,-1)
representing the change in the bus voltage a@jleaid magnitude\{) at each
bus (excluding the swing bus), calculated in edep of the iteration in Newton’s

method.
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The Jacobian matrix] (dimensions: 8,-2 rows and 8,-2 columns) has

the form shown below,

‘]1 ‘J2
J= . 2.20
Y 220

Each differential ternd,, J,, J3 andJ, within the Jacobian matrix is a submatrix
(dimensions:ny,-1 rows andny,-1 columns) with entries constituting the corre-
sponding partial differential calculated for allmswing buses. The above equa-
tions are shown as an example for a system witRWidouses. For a system with
nev PV buses, the rows corresponding to the PV buseaneved from thé&Q and
AV vectors and corresponding rows and columns froenJéicobian matrix are
also removed. The dimensions &fg AV]", J and AP AQ]" are further modified
to accommodate tap changing transformers, phaseershiand PV buses that
reach their reactive power limit (Q-limit) [82].

The active power and reactive power floRsand Q' respectively, in a

line | (from busi to busj) can be computed as,
R' =Vi?g; —ViV,[g; cos@, —6;)+b; sin@ - ;)] (2.21)
Q =V, [b; cos@, -6;) - g; sin@, - 6,)] -Vi*(b; +b5"/2), (2.22)
whereV;, V; are bus voltages magnitudes #hd); are bus voltage angles at buses

i andj respectivelypg; andb; are the primitive line conductance and susceptance

andbi,-Sh is the total line charging susceptance in thelieeveen busesand,.
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Using a Taylor series approximation and neglecsiacpond and higher or-
der terms, the changes in active and reactive pflaws in the lines can be ob-

tained as a function of changes in bus voltage madgs and angles as,

AR =ag T Gil + 7Y, i + AV Gil + AV 8H (2.23)
06, oo, oV, v
| [

AR =26 o + A6, Qo VIS BVACS.S (2.24)
o, oV, oV,

The partial derivatives of| andQ' with respect to the bus voltage parameters
(Vi, V,, 6 andé,) can be obtained from (2.21) and (2.22) as follows

ﬁz\/ivj [g” Siﬂ(@i _Hj)_bij COS@ —Hj )] , (2-25)
R .
a6, - -ViVjlgj sin(@ - 0;) - bj cos@ - 0;)], (2.26)
oR' .
%= Vg —Vjlgjj cos@ - 0) + by sin(@ - 6;)], (2.27)
A ~ -Vi[g;j cos@ — 0;) +hy sin(@ - )] (2.28)
v,
oQ| .
8_21: = -ViVj[h; sin@ - 6;) + gij cos@ — )], (2.29)
oQ|
ﬁ =ViVj[bj sin(@ - 8;) + gjj cos@ - ;)] , (2.30)
0 05"
8?/ ~Vjlgj sin@ - 6;) + by cos@, — ;)] - 2V; (b +— 5 (2.31)
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I
M _ Vi[gj sin@ - ;) + by cos@, - 0))]. (2.32)
v,

Equations (2.23) and (2.24) can be representedatnxrorm as,

AP'|  [a®
AQ! —SLV] (2.33)

whereAP' andAQ' are vectors (lengtm,) representing the change in active and
reactive power line flows for the entire systemd &is defined as the line flow
sensitivity matrix consisting of active and reaetipower line flow sensitivities
with respect to bus voltage angles and magnitutles.line flow sensitivity ma-

trix, S (dimensions: & rows, and 8, — 2 columns) has the form shown below,

AR
s_{ss sj' (2.34)

Each submatrixg, S, S andS, (size:n row, andn,—1 columns) is made up of
the corresponding differential terms that can beutated as shown in (2.25) -
(2.32). Using the Jacobian matdXrom the Newton-based power flow algorithm
and the line flow sensitivity matri® derived in this section, a formulation of an
AC distribution factors for application in distritbon system analysis is developed
in the forthcoming section.
2.4  Jacobian-based AC Distribution Factors

The bus mismatch equations (2.19) of the power #ityorithm constitute
the mismatch in the active and reactive powers oredsat each bus at each step

of the power flow solution and can be represensefbiéows,
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{AP} _ [AP"}{ZAP' } (2.35)
AQ] [AQ"] [ZAQ'] '

where AP? and AQ" are vectors (lengtm,—1) that represent the changes in in-
jected bus active and reactive powers at eachamay, AP' and> AQ' are vectors
(length:ny—1) that represent the sum total of the changéseiinjected active and
reactive powers at each bus through the lines atedat each bus.

A bus-line directed incidence matrix(dimensionsn,-1 rows andy col-
umns) for the system is defined as follosis zero everywhere except if life
starts at bus (¢; = -1) or ends at bus({; = +1). Note that/| =A, where |[.| repre-
sents term by term absolute value.

Using the incidence matri (2.35) can be represented as follows,

{AP}_ AP® {x o} AP' 536
AQ| |AQ"| |0 AlAQ (2.36)

whereAP' andAQ' are the vectors representing the change in aatidereactive
power line flowsP,' andQ,' for the entire system. Substituting (2.19) in 6}.and
pre-multiplying by the inverse of the power floncdaian matrixJ, the following

expression is obtained,

AS _ g AP® J_lx 0] AP' 5
AV | T AQP o a AQ' | (2.:37)

Pre-multiplying (2.37) by the line flow sensitivitgatrix S, and substituting in the

expression from (2.33), the following expressionh$ained,

AP' | APP | o] AP
M_SJ M& {O JLQ,] 2.38)
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Equation (2.38) can be simplified using a matridefined as follows,

L= 0 2.39
1o Al (2.39)
N AP o APP
(1 -SJ L)LQI}—SJ LQ"] (2.40)

Therefore, the AC distribution factors can be reprged in matrix form as,

AP | APP (2.41)
AQI - pAC AQb ! '
where,
Pac = (1 =SI'L)'SI™. (2.42)

The detailed equations describing the componenisandS matrices are
consistent with all system notations used in tresetitation. The dimensions of
various matrices depicted in the above formulatoe listed in Table XX for
simplicity. The Jacobian-based AC distribution fasipac developed in this sec-
tion can be applied to the primary distributionteys model for analysis and cal-

culation of the DLMPs.

Table 2.1 Dimensions of various terms used in #o®Bbdian-based formulation

TERM DIMENSIONS TERM DIMENSIONS
J 2y -2) x (2np-2) | AP, AQ (np—1)x1
S 2n X (2n, - 2) A®, AV (n—1)x1
¢ (Np-1) xn, AP AQP (np—1)x 1

-4 [@w-2)x(@p-2)| AP, AQ nx1

S_L-S, 2n|x(21b-2) L (2nb-2)x21|
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2.5 Salient Features of DLMPs
DLMP as a Control Signal

In this section, the key aspects of the DLMP foratioh and its proposed
usage are discussed. An important component diiiied States Department of
Energy is the use of sensory signals for ‘smartitem of the entire power sys-
tem. In distribution engineering, this Smart Grigjextive implies that measure-
ments should be used to develop a control sigmadigmals), and the DLMP sig-
nal described above is an example of this contrategyy.

In essence, the DLMP is a feedback control sigeallepicted in Figure
2.4. With reference to Figure 2.4, the transmissigstem and power marketing
considerations are the input to the transmissiorPLddlculation. It is clear that
the calculation of DLMPs will require additionalrs®ry signals from the distri-
bution system as compared to legacy systems. Sbthese signals are attainable
from direct measurement, but other may have toshienated. It is proposed that
synchronized measurements and time stamped stiateatesl data be used for
this purpose.

In this formulation for DLMPs, several key constaf@., C;, Cy) need to
be selected in (2.8). These constants are multddae nature in that they should
reflect the dollar value of the phenomena captutieely are penalty (or bonus)
factors to discourage (or encourage) certain mofleperation, and they should
give an appropriate proportionate percentage oDheIP for the given compo-
nent. A sample selection of constants is showreéntést cases described. If the

DLMPs are used for pricing power and energy amate points of delivery in the
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distribution system, the scaling of these constanisarticularly important. Ex-

amination of Figure 2.4 also indicates that theppsed DLMP formulation has a
feedback configuration. The stability of the loggound to be highly damped for
typical values of the&C termsin (2.8). The response of the control loop is Hlus

trated in the test cases in Chapter 4.
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Figure 2.4 Distribution control using a DLMP signalfeedback depiction [25]
Selection of Reference Bus
The selection of reference bus can affect the DLktlsulated, as in the
case of the LMP formulation. Farther we go from slaply, it can be observed
that the DLMP will accrue additional losses alohg entire length of the feeder
and hence will be higher. This phenomenon can lberamodated for, using a

suitable derating term that varies with the distantthe bus from supply. This
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issue has not been studied in the current fornauafihis is also likely in the case
of the congestion component of the DLMP. The larabf a constrained segment
in a feeder will significantly affect the DLMPs calated for the system. A paral-
lel can be drawn for the case of congestion, withttansmission network. Hence,
the knowledge of DLMP based real-time prices irriigtion systems would also
aid in the event of system evaluation for expangianning.
Unbalance in Distribution Circuits

Unbalance in the loads in a distribution systeno &las to be considered
within the framework of the DLMP formulation. IEEEL9 [86] defines the point
of common coupling (PCC) as ‘the interface betwsaumrce and loads in a power
system’. Extending the idea to a distribution systeith distributed assets (i.e.,
DERs and DESDs) for purposes of this dissertatienRCC can be assumed the
point of interface of loads, sourcesd the distributed asseits the system. In the
work developed in this dissertation, DLMPs havenbeemulated for the point of
common coupling assumed to be balanced in the ggtrdhree-phase sense.
Hence, the DLMPs are computed at a distributionldedusk that has a combi-
nation of unbalanced, balanced and single phass.i§ tepicted in Figure 2.5.

If V andV" can be said to denote the magnitude of the negatid posi-
tive sequence voltages respectively for an unbaelirsystem, an®//V" is the
unbalance factor of a representative system bes, vV /V" is small, it is rec-

ommended to usé” in calculations described in this chapter.
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Figure 2.5 Point of common coupling for DLMP caktibn purposes
Summary

The DLMP formulation shown in this chapter is dedvprimarily from
the LMP idea, but as an extension to distributigsteans. It is assumed that the
LMP at the transmission level is made availableugh an optimal dispatch algo-
rithm. Incremental costs due to additional loss poskible congestion in distribu-
tion circuits are numerically added to the energmponent of the DLMP. In case
of a networked distribution system or a case withitiple points of supply, the
LMPs at different supply sides are considered uparjcipation factors. A power
flow algorithm for the distribution system can berfprmed using forecasts of
load and distributed resource output. Based omoheer flow solution, participa-
tion factors can be assigned to a supply end depgiah the participation of the

multiple supply ends in managing the forecast load.
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Chapter 3
DISTRIBUTION ENERGY MANAGEMENT
3.1 Energy Management in Distribution Systems

Traditional distribution systems are radial systahet feed the end use
customers through three phase primary feedersiagt $hase laterals. In a con-
ventional understanding, load management [87] seieithe management of the
end use load shape to satisfy a number of objecthvaduding: reduced demand
during peak system load periods; acceptable systdiability; acceptable cus-
tomer convenience and incentives; and compatibviith existing system de-
signs. With the presence of DERs and DESDs in tbkeilolition system, the op-
timal management will need to be performed on thesof several diverse ob-
jectives, hence resulting in a multiobjective opaation problem. The control of
the energy demand over a predefined time horigzoon a busk on the distribu-
tion feeder has been dealt with in this chapterRBE the distribution level are
intermittent and hence do not offer any possibititycontrol. But the presence of
DESDs makes it possible to schedule the DESDs ioptimal fashion to serve
several objectives.
3.2  Problem Statement

In general, the energy management control objeébiva busk in the distribu-

tion feeder, can be represented as an aggréggte
Jagg(R" - RP) = {Xg o Jagg(Xa) = (f1(Xg). F2(Xa)-Fp(Xa)T | (3.1)

such that
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AEqu = beq (3-2)

3.3
Ain-eqXd <b &)

wherep > 2, Jagg IS an aggregate objective used to simultaneowgiyesent all
objective functiondy, f, ... f, in the objective space, ad is a vector represent-
ing active power delivered at bksat each time interval in the optimization hori-
zon. Equations (3.2) and (3.3) represent the dguahd inequality constraints
including the lower and upper bounds on the contamiableXy. The control ob-
jective Jaggis to be optimized at the PCC at iss shown in Figure 3.1.

Distribution Substation

Fa FEJ Fc Fa’i

Forecast
load
DER outpust

| |

—w oad
Node' k Tele ESD
-+—DEER
v Actual
lnad
DEE output

Figure 3.1 Depiction of the location of control@aktion
3.3  Multiobjectives of System Operation
The objectives used to represent the optimizaticheenergy demand at

a busk, can be represented empirically as functions efitistantaneous active
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power demand from the distribution feeder. Therfdhe control vectoKy is
chosen to be the active power demand from theyuglid. The voltage fluctua-
tions at the load end for variations in the aciposver load at the PCC has not
been taken into account in any computations, &satreasonable assumption in
view of the nature of the study undertaken.

Considerp objective functions labelefl. For the formulation shown be-
low, the case op = 4 is illustrated. The objectives chosen in tlaisrfulation, for
optimal control of the energy demand on a kase:

I.  Minimize the peak demand (kW) from the distributioatwork over
the time horizor.

ii.  Minimize the energy demand from the distributiontwak (kwh)
during a predefinedoeak load perioddenoted byPK.

iii.  Minimize the total cost of energy delivered frone ttlistribution net-
work for the time horizof ($).

Iv.  Minimize the energy lost in the DESD converter doadtery imple-
mentation of storage (kWh). The energy loss isutated over the
study time horizof.

The cited four objectives are captured in the foirthef; functions. Vec-
tor X4 represents power levels supplied by the distrusiystem at time = iAt
time intervals. The elements Xf arexy;. The entire time horizon over which
the optimization is carried out is split inmicequally spaced time intervals of dura-
tion At. Also note that several of the citg@Xy) functions could be interrelated

(and mutually inclusive or correlated). The furonsidered here are:
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I.  The objective relating to peak power demand froendistribution sys-

tem is captured bff as shown below,

f1(Xa) = max(xq,i). (3.4)

ii.  The peak period energy supplied from the distrdoutietwork is,

f2(Xg) = 2 Xq,At. (3.5)
iePK

ili.  The total cost of energy taken from the distribatsupply for the en-

tire duration of the time horizon is expressed as,

f3(xd):i§r§kxd,iAt' (36)

iv.  The total energy loss in the converters for the DEfer nAt is a
function of the square of the current. Assuming\tbkage at the DC

interface terminals to be a constdpttan be approximated by,

f4(X) =_ZT elxs; [At. (3.7)
le

The termxs; represents the storage charging rate at timevaiterande repre-
sents the percentage of power loss in the intexdangerters.

Functionf; is nonlinear and cannot be represented in a coioveh linear
programming algorithm for the solution of the molttiective optimization. The
functionf; is hence linearized by augmenting the controlaesith an additional
control variablez such that,

z=f1(Xq) (3.8)

z>Xqi(Vi=12,...n) (3.9)
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Equations (3.8) and (3.9) relax the requirementfy ofto constraints. Since this
optimization formulation is a minimization problei,is permissible to include
(3.9) in the set of all inequality constraints egented by (3.3) as additional

constraints. The vectofy is augmented with the addition o&s a control variable

and is represented by,

Xd:[xd,l Xd2 -+ Xdn Z]T. (3.10)

A detailed description of the solution method fioe tontrol problem has
been presented progressively in the forthcomingisez The optimal solution
seeks to utilize the distributed resource infragtite and the installed storage ca-
pacity to minimize the several objectives. The DLM&sed control of energy
demand on a bus in the distribution feeder can éndrecviewed as not distant
from the much more traditionainit commitmenproblem which seeks to opti-
mally schedule power generation units to minimike tosts associated with
power generation. The time horizon of solving wamitment algorithms is one
day ahead or one week ahead, typically. Distributmergy management has
been studied along similar lines as an algorithmojatimal deployment of the
distributed storage capacity in a day-ahead approac
3.4  Constraints

The optimization is constrained by the power ratinfthe electronic con-
trollers, energy storage medium, and other syst@mponents. The load balance

eqguation has been shown as follows,

[Xd,l Xd2 -+ Xdn ]T=Xload_XDG+xS (3.11)
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where Xipag, IS @ vector representing the load at kder every time interval in
the optimization (kW)Xpg is a vector representing power output of the DER a
busk for every time interval (kW); anis is the vector of rates of charging of
the DESD for every time interval (kWJhus, the termXaq, Xpc, Xs are vectors
representing the load, power output of the renesvadsource, and the storage
charging rates, respectively for each time intemahe optimization time win-
dow.

Note that (3.11) is an instantaneous balance oepo8inceXyaq andXps
are determinate, the control variable for the mbigctive optimization is
changed fromXy to Xs. Please note that for the sake of simplicity,ne temain-
der of this report the control vector in the mujective optimization formulation
is the rate at which the storage element is char§afstituting (3.11) in (3.4) -
(3.7), the objective functions can be representetie appropriate form. The bal-
ance of energy within the distributed storage de\.g., a battery) introduces
additional constraints on the optimization. To ntaim the state of charge of bat-
tery device within its permissible limits,

Xs jAt = SEg max (3.12)
(0<s<)),
wheres is the state of charge (SOC); adBghaxis the maximum installed storage
capacity (kwh).

The rate of charging of the DESD at tiffetime interval depends on the

available state of charge on the battery elemdwréffore Xs ; is dependent on the

rate of charging (or discharging) of the batteraihprevious time intervals from
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the beginning of the study period. Therefore, sigelepends on the states corre-
sponding to the previous time intervals, (3.12ultssin formulating a portion of
the inequality constraints that is represented 3)( The remainder portion of
(3.3) is constituted by the equations depicted in (3.9). The maximum power rat
ing of the converterBmay introduces the lower and upper bounds on conto}
ablexs; (see (3.3)).
3.5 Mathematical Representation of the Control Problem

The generalized objectives of the distribution ggenanagement formu-
lation and the constraints of optimization haverbéscussed in the previous sec-
tions. The final mathematical depiction of the pgenb is shown in this section.

The control vectoKs s represented as,

st[xsl Xs2 . Xgp ZF- (3.13)

The objective functions of the problem are given by

f1(Xg)=2 (3.14)
f2(Xs) = ie%K (Xs,i + Xioad,i — XDG,i )At (3.15)
f3(Xs) = .ZT Ok (Xsi + Xioad,i = XDG,i )AL (3.16)
le
fa(Xs)= 2% 8\Xs,i \At (3.17)
ieT

where Xoadi represents the load demand at tAdime interval (kW); anpg;i
represents the DER power output atithéme interval (kW).
The constraints of the resulting multiobjective ioptation problem

(Vi =1...n)are,
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i
.les,i At < (1-50) Es max (3.18)
|=

i
2= XAt < $oEg max (3.19)

i=1
XDG,i ~ Xload ,i = Xs,i — 2 (3.20)
— Pmax < %si < Fmax (3.22)

Equations (3.18) — (3.20) represent the setnoih@&quality constraints and (3.21)
represents the lower and upper bounds on the dordr@ablesxs i...Xsn andsy
represents the initial condition on the state @frgk at the beginning of the study
period. The lower and upper boundszoare unknown and hence can set to infin-
ity for simulation purposes. The total number aqoality constraints isrb
3.6  Normal Boundary Intersection Method

The solution for traditional linear optimizationgtlems is easily facili-
tated through the use of linear programming todisciv make use of th&mplex
method. In the case of multiple objectives to b&noged simultaneously, with
the functions themselves not linear, the use okgaptechniques are necessi-
tated. In the optimization of multiobjectives, tgmbal optima of a functiof
might not coincide with that of. Functions can also be incommensurable and
completely conflicting, necessitating the use of Bareto optimality criterion
[74]. A control solutionXs is a Pareto optimum if there does not exist anmothe
solution X in the solution space such thgs) < fi(Xs) fori =1, 2 ...p, and
filXg) < f,-(XS*) for at least ong (i.e., if there does not exist another solution

which improves on at least one objective withoutederating any of the others)
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[72]. A Pareto optimal front is the locus of Parefimal points in the solution
space, for multiple combinations of weighting théjestives. The normal
boundary intersection (NBI) method has been appbeithis effect in this report,
for the problem at hand [80]. Mathematicallycavex hullof a vector space can
be defined as the set of all convex combinationthefpoints in the vector space.
A convex hull of individual minima¥ is constructed in the NBI method, which
spans all possible Pareto optima of the MOP and bal a p-dimensional

hyperplane. The convex hull can be representecammixrform as,

T={®W|W€m4,§lwi =1 (w ZO)} (322)
i=1

f1(Xs1) fi(Xs2) fi(Xs3) fi(Xsa)
[ fa(Xs1) fa(Xs2) fa(Xsz) fa(Xsa)
f3(Xs1) fa(Xs2) fa(Xsz) fa(Xsa)
_f4(X*s,1) f4(Xs2) fa(Xs3) fa(Xsa) (3.23)

f(X5D) f2(X52) fa(Xsa) fa(Xsa)

|
PP PP

Solution Xs; denotes the global optimum for functifiXs), andW denotes a
vector of weightsy; for the functiond;, (note that weightw; are convex, i.e3w;
= 1). If u represents a unit normal tg, then ®W + udwould represent the
coordinates of a point on the normal, a distathegvay from the convex hull. The
point of intersection between the normal and thieailve vectorJagg will be a
Pareto optimum when the solution lies on the boonad Jugg Closest to the

origin. Hence, the NBI formulation for the MOP daarepresented as,
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maxd (3.24)

such that

OW +ud = Jagg(XS)

(3.25)
An-eqXs < b (3.26)
AE‘qXS _ beq- (3.27)

A geometric representation is shown in Figure 82p = 2 and sample
weighting combination®V,, W, W, andW. Graphs for greater values pfvould

lie in multidimensional space, and therefore anel ha visualize.

&
A
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X

S

f1t&)

J2X) J2
Figure 3.2 A graphical representation of NBI baBadeto solutions for a bi-

dimensional problemp(= 2)
3.7  Separable Programming
A multi-variable function (ofns independent variables) is a separable
function, if it can be written as a sum of single variable functions. When

separable functions are applied in linear programgnproblems the resulting
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class of optimization problems are classified inerture asseparable
programming (SP) problems [88]. Their application in the cuatrecontrol
problem lies in the following property of separalfilmctions. In case a multi-
variable separable function is nonlinear, it camwbigten by an approximate form
in SP by separating the function into single vdaatunctions such that each
function (of each of the individual variables) gpaoximated in a linear form.

Mathematically,

f4(Xs) = iEZT fa,i (Xs,i) (3.28)

where eacly; has an SP approximation given by,

pb .
fai(Xsi)= _Zlf4,i (ij,i)ai,j (3.29)
=
such that,
B
Xsj = _les,i Qi (3.30)
J:
Pb
2 aij=1 (3.31)
j=1

Wherexjs,i Is a point (calledhe breakaway poihtn the range oks;, andf,; is an
evaluation of the function at the poixt;, with «;; as a weight assigned %
and p, breakaway points chosen in the rangexgf (see Figure 3.3). This
approximation is valid for convex functions tha¢ aontinuous and differentiable

in its range. Three breakway poings € 3) are chosen for eaghas follows,
Xi,i Xg,i Xg,i =[-Pmax O Pmax] (3.32)
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Figure 3.3 Generalized SP breakaway points fortiond,

All other objective functions of the MOP also ndedbe represented in
the SP form, with variable transformation froq) to o;;. Functionsf,, fs, andfs
are functions ofks1 — % andf; is a function ofz Hence, to obtain the Pareto
optimal solution using SR, f3, andf, will need to be represented as a function
of the ¢;j. Table 3.1 shows the value of objective functiomsnputed at the
breakaway points. Table 3.2 describes the dimessafnvarious terms in the
multiobjective optimization depicted in this chapte
3.8  Solution Algorithm

Separable programming introduces a transformatiénthe control
variables from thex-domain to thex-domain. The final form of the optimization
that is solved to obtain the solution to the cdnpmblem, is shown in the

following equations,

max d
Xq (3.32)
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such that

An-eqXs <b, (3.33)
(3.34)
AquS = tbq
Table 3.1 Objective functions evaluated at breakapoints
_ TIME INTERVAL j=1 j=2 j=3
st,i T 'Pma> 0 I:)ma>
i ; PK 'Atpmax O Atpmax
fa(Xs)) T-PK 0 0 0
fg(XJS,i) T '5|(Atpma) O 5kAtha)
f4(XJS’i) T (C,'Atpma) O gAtha)

Table 3.2 Dimension of various terms in the mbjgative optimization

TERM DIMENSIONS TERM DIMENSIONS
Xs (np+2)x1 U px1
P PXP g px1
W px1 b 5nx 1
Xpo nx1 Deq 4+n)x1
Xioad nx1l Ain-ec Snx (N + 2)
X4 nx1 Acc (4 +n) x (np, + 2)

The control vectoKs (length:np, + 2) is defined as,

XS:[all"'alpb ap1.02p - Api-Qnp  Z d]r. (3.35)

The inequality constraints are defined as follofes i(= 1, 2..n),

B,
lesj,iai, i < Prmax (3.36)
J:
L
'Zl_ X5ii,j < Pmax (3.37)
J:
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1P
DI XSj,i05i,j < (0-50)Esmax (3.38)
i—1j=1
[ e i
22 = X5 j < SoEs max (3.39)
i=1j=1
B
_Zl(Xs,i i j —2) < XpG, ~ Xoad, - (3.40)
J:

The equality constraints are defined as,

[fi(Xs) fa(Xs) fa(Xs) fa(Xs)]' ~[wm up uz ugl'd=y (349

B,
> Qi j =1 (3.42)
j=1

A flowchart describing the use of NBI to developrd®a solutions, with
SP adjustments is shown in Figure 3.4. The protestescribed briefly in the
following steps:

i.  Obtain the system data for bkisand setup the NBI problem. Choose
weights for the objectives in the optimization. 38 one subproblem
in the MOP.

i.  Transform the optimization problem by changing coinlomain from
X to a. Solve the separable program to obtain the Paddtiion.

ii.  Go to step (i). Perturb the weights for the objextiunctions. Repeat
steps (i) and (ii) until a set of Pareto solutiom® obtained for

equidistant weight selections.
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iv.  Select a solution from the Pareto front, that lestcribes system
needs, and operational requirements. This solutepresents the

optimal control of DESD storage rates, for the gtunderval.

System data
{ Start } » (A, b, Mo,
/ X )

Select weights (Wi, Intial
» Conditions (35) for i™

subproblem

Compute optimal £7s, ||X]|; | ‘L
For i subproblem sSetup NEI subproblem 1.
Fesolve s in 5P form and A, b,

A, Bogin appropriate forms

y

1=1+1 1
Tpdate Ws and X,

Solve i™ Subproblem for

#.d

terati on limif
reached

End

1= Iy

Figure 3.4 Calculating Pareto solutions using NBhv&P adjustements
3.9 Additional Considerations
Selection of Objectives
In the foregoing section, the several multiobjessivnave been defined in
terms of a control variabl¥. The control variable selected is the chargingegyo
for the energy storage device. However, the cdnioglicated is general enough

to accommodate other objectives and other conamoables. For example, there
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may be cases in which some elements of the denrancbatrollable; there may
be communication between one load and anotherthand could be exchange of
power in some way at the secondary level; if reacpower were incorporated
into the model, an additional control variable migh the reactive power injected
into the primary distribution supply. It is bels¥ that the multiobjective ap-
proach taken would accommodate most of these fatuals. The MOP structure
described in this chapter can also be modifieceprasent any value gf Some
test cases in the following chapter describe anklenuge of such a modified for-
mulation.
Solution Criteria

There are several aspects that are important iluawuag the validity of
NBI based solutions in being Pareto solutions. Ndrboundary intersection is
based on the idea that the normal to the convelxdfiuhinima for a MOP will
intersect the boundary of the objective functiona Rareto optimal point. This is
valid if the boundary of the objective functionsaisonvex region (which is true
for practically every known application in litera&u[80]). This point of intersec-
tion is of interest and it is obtained by maximgithe distance on any normal
from a point on the convex hull. Each of the pomtsthe convex hull is obtained
for a specific weighting combination of the objges. Even if the boundary is not
a convex region, the solution of the NBI will nat b Pareto optimal point, but
will still be an ‘efficient’ solution [80]. Henceghe NBI method has been shown to
be efficient and mathematically robust in solvingiltiobjective optimization

problems in literature (see Figure 3.2). For thebfegm at hand, it is extremely
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difficult to visualize the solution or the tradedfbundary in the objective func-
tions, as the problem is 4-dimensional and thetlenfthe true control solution is
n, wheren is the number of time steps in the time horiZon

Separable programming is also a topic well docustemt literature [88]
and lends itself to applications where a funct®mon-linear and multi-variable,
as described earlier. The necessary conditiona foulti-variable function to be
separable are: it should be variable-independest ¢an be written as a sum of
single variable functions); it should be convextie range where the non-
linearity is approximated; and it should be conbus and differentiable in the
range of approximation. All these conditions haldetin the problem at hand.
Hence, the validity of the application is implickn illustrative example has been
solved in Appendix B to describe the steps in tpplieation of separable pro-
gramming and NBI in solving non-linear multiobjeiproblems.
Selection of Weights

For the problem at hand, weights are essentiallydinates of the points
on a 4 dimensional hyperplane. Weight selectiontieroptimal control problem
at a busk is done to obtain an equidistant trace of Parptomal points. For the
test cases illustrated in the following chaptee, itdividual weight for an objec-
tive function is allowed to jump between fixed stgtin the range of zero and
one. The NBI method also requires the weights tadrevex (i.e., they sum to
one). The other consideration in weight select®toichoose weights for subse-
guent subproblems of NBI that are close to withitolarance limit. Hence, the

Pareto optimal solution for subsequent subproblenmgld also be geometrically
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close. As a result, the solution for one subprobt@uld be used as a starting
point (or initial condition) for the next subprobie ensuring faster convergence
rates of the computer program.
Storage Utilization

The resolution of time steps used for DLMP compataand the control
algorithm is fixed at a value denoted Ay, and could be set anywhere in the
range of 1 minute to 1 hour. Storage device lifiee are directly proportional to
the number of charge-discharge cycles. Sinceihactical for the storage de-
vice to be controlled or operated (on a long teasi$) at time steps lower than 15
minutes — 30 minutes, an additional limiting coastt is included in the formula-
tion such that the minimum time steps in storagerajons are greater than a pre-
set limit. An additional consideration in storagevide utilization is ‘deep dis-
charge’. This can also be accommodated in the flaton discussed in this
chapter, by varying the right hand side of the uaify constraints in (3.38) and
(3.39). This modification has not been appliedhe turrent formulation and in
the results shown in this report.
3.10 Control Algorithm Implementation

The application of the DLMP based real-time prigeglistribution sys-
tems for developing a control algorithm is showrthis section. The suggested
approach makes use of a sliding-mode structuresystem dynamic behavior (in
loads and DER output) is forecast for a day-ahgmetation. Control of the sys-

tem at nodes in the distribution system is effeetdor the day-ahead operation.
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After a timeAT hours has elapsed, the system dynamics are forecamhother
day-ahead operation and the optimal control vaeghle re-calculated.
The following are the proposed stages in implenmgnthe DLMP based
control strategy (see Figure 3.5):
I.  Transmission level LMPs are computed (as day-afma@&dasts) over
a time horizon of 1 day, i.d.= 24 h.

ii. Day-ahead forecasts of the DLMP are computed at loeations in
Bus #3, over time horizom. This operation can be performed at the
substation using DMS software capabilities.

iii.  Energy management control objectiels optimized at each control
location over time horizoii. This operation has to be performed in a
distributed fashion at each control location. Stgp§ii) are repeated
every 1 h, with updated day-ahead forecasts fad kyad renewable

power output (i.e. AT =1 h).
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Figure 3.5 Suggested approach for implementing DIbd&ed control strategy

56



Chapter 4
APPLICATIONS AND NUMERICAL RESULTS
4.1  Description of Test Systems

Several test beds are used to test and illustnatedlculation and control
concepts proposed. Each test bed was chosen wspond to the objectives of
what is being illustrated. A detailed descriptidnaofinite number of test cases
and the results obtained are shown in this chaphes test beds used are:

I.  The “green hub” test system taken from the FREED&egat
ii. A well publicized and used test bed known as thg Bilinton Test
System
iii.  The “Large Scale System Simulation” test bed froammEREEDM pro-
ject.

Figure 4.1 shows the green hub test bed systemofi@&dine diagrams for
the RBTS transmission network and the distribugstem at component Bus #3
are shown in Figures 4.2 and 4.3. Figure 4.4 dessrthe Large Scale System
Simulation (LSSS) test system used for the FREERD&fesn demonstrations. The
LSSS test system is a modified version of the ithstion system at Bus #3,
which has been developed for the FREEDM projedittmly the effect of solid
state transformers in a large scale distributisstesy. Since the distribution sys-
tem at Bus #3 represents the loads as aggregateptmats, the level of three
phase detail is not available to study transiemt®duced due to the presence of
solid state devices in the distribution system. réfae, the feeder F5 of the

RBTS has been replaced by the IEEE 34 bus teserfdedobtain the LSSS test
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feeder — to obtain a model of a large scale digtidin system with a certain por-
tion of the system providing three phase detailsheffeeders and laterals. The
IEEE 34 bus test feeder is a test system develbgdate IEE PES Distribution
Systems Analysis Subcommittee that is based oralaf@éeder in Arizona [95].
Table 4.1 provides details of the several testxasestigated in this report.

Table 4.1 Description of test cases

SYSTEM CASE TASKS OUTLINED

i.  Assume an optimally pre-dispatched subtran
mission system, and assign unequal LMPs fg

JJ
1

=

GREEN the two supply connections.
HUB TEST I ii.  Calculate DLMPs and perform control opera-
SYSTEM tion at nodes 2, 5, 9 and 12. (Nodes 3, 6, 8 ahd

11 are laterals serving bulk loads with no con
trol implementation.)

i.  Optimally dispatch the transmission network.
Calculate LMPs at Bus #3.

ii.  Calculate DLMPs at different representative

[l nodes in the Bus #3 distribution system.

iii.  Implement control strategy at the representatjve
nodes. Compare operations with no control
strategy implemented.

i.  Compare the bulk system LMPs at Bus #3 with
and without control implementation.

ii. Compare the base load at Bus #3 with the aqtual

1 load at Bus #3 after control implementation.

iii.  Define renewable penetration indices. Compgre
the cost savings with different levels of renew
able penetration.

i.  Study the operation of the system in an islangled
mode (considering a bus fault at source-end pf

v feeder F1).

ii. Compare DLMPs and control solution for pref

fault, faulted and post-fault scenarios.

RBTS

LSSS V i. Repeat steps shown in test case Il.
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The MATLAB R2010 platform was used in simulatingtale test cases in
this report. The MATPOWER (version 4.0b4) packagse been used in perform-
ing the AC OPFs on the RBTS transmission networkdewton-Raphson power
flow for the distribution systems in all test ca$89]. All simulations were car-
ried out on a 2.50 GHz Intel i5-2520M processohvéitO0 GB of RAM on a 64-
bit operating system.

The green hub test feeder is part of FREEDM systeemter's ongoing
research in implementation of solid state conttbtlevices in power delivery and
energy management. The green hub test feeder lmasupply ends, and the im-
pact of the selection of the reference bus has beghed. The green hub system
has been used to show the preliminary results efaghplication of the methods
developed in this dissertation. The RBTS is a $gstem that was primarily de-
veloped to perform reliability studies [90-91]. TRBTS provides detailed mod-
els of the component distribution circuits at tremponent load buses in its
transmission network. The Bus #3 distribution systdong with the transmission
network is used to study practical applicationshef proposed strategy in this re-
port, on large-scale distribution circuits. The ISStst system has been used to
study off-normal operating conditions, namely: alamded operation of the dis-
tribution system with a substation level outage ametworked operation of the
distribution system with the normally-open switch®sing closed at the down-

stream end of the feeders.
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4.2  Test System Data

The test cases depicted in Table 4.1 make usesdhtbe test systems de-
scribed earlier. Renewable resources and storageedeare integrated at differ-
ent points of common coupling identified in thett®gstems for implementing the
DLMP based control of the energy demand at the PE@llI the test systems
used, a major portion of the system is maintaireed Begacy or traditional distri-
bution circuit. Table 4.2 provides a list of aletPCCs chosen for each test sys-
tem. The level of penetration of the DERs and tital tenergy capacity of the
DESDs in each of the test systems has been showmeirfiollowing sections.

Typical wind and solar power output data used lertest cases is shown in Fig.

4.5.
Table 4.2 Nodes selected for control implementatio
TESTSYSTEM NODESCHOSEN FORCONTROL APPLICATION
Green hub test system #2, #5, #9 and #12
RBTS Bus #3 distribution system All load pointdeeders F1-F6
LSSS test system All load points in feeders F1+#dl 6
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Figure 4.5 Typical wind and solar power output usetst cases Il-V

The renewable resources’ (e.g., wind and solar)gp@utput data used for
the test cases in this report, have been obtanoed the National Renewable En-
ergy Laboratory’s (NREL) energy data repository][9he LMP data assigned to
supply connections in test case | were obtaineah fitte ISO New England (ISO-
NE) historical market information [93]. The sevedally load data (forecasts and
actual) used for all test cases were obtained tt@rElectric Reliability Council
of Texas's (ERCOT) backcasted and historical systata [94]. All of the data
from the above resources were obtained for a tymommer weekday in the
month of June. All relevant test data and systei@rnmmation are provided wher-
ever necessary; and other supplementary test dataravided in appendix sec-
tions of this report, as indicated for each teseca
4.3 Test Case I: Green Hub Test System

In this test case, the impact of unequal supply ENP the two supply

connections at node 1 and node 10 are seen. Tiheystem data (i.e., load data,
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renewable power output, and line impedance) aresshio Appendix A. LMPs at
nodes 1 and 10 are pre-assigned as shown in FiguBeand 4.7; with signifi-
cantly lower LMPs pre-assigned at node 10. Thepgasimeters used in test case
| are shown in Table 4.3.

The DLMPs computed at the different controlled I@adghts (namely, #2,
#5, #9 and #12) are shown in Figures 4.6 and 4d tlae reference buses chosen
in these figures for the calculation of the enecgygnponent of the DLMP are #1
and #10, respectively. The controlled load at ndtlaad 12 after the application
of the energy management control algorithm are shsawn in Figures 4.8 and
4.9 (note: the term ‘controlled load’ in these figsi refers to the load seen at SST

primaries with the optimal utilization of DESDs aD&RS).

Table 4.3 Test data for test case |

DESD energy los Time steps in

\"2J

5% L 15 min
percentages] optimization (t)
Weights of NBI Equidistant with | Renewable 0 $/MWh
algorithm (w) resolution of 0.25| incentive term «)
Peak power rating
of energy storage 12.5 kW Energy storage 10 kWh

(Pmay)

capacity Ema

Peak wind power
output

0.25*(Peak load)

Peak solar power
output

0.25*(Peak load)
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Figure 4.9 Comparison of controlled load and basad bt #12 in test case |
As discussed earlier, the disparity in the caledddLMPs for the system

with different reference buses that have unequaistission LMP component
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can be seen from this test case. In a practidal $ieenario, the transmission-level
LMP at nearby substations will be unequal but closeach other. In this test case
though, a vast difference in the LMPs at the twppdy connections has been
used to highlight the differences in DLMPs seerhwdifferent selections for the
reference bus.

In the case of multiple supply connections, thergneomponent of the
DLMP is computed using participation factors. Tlatigipation factors are cal-
culated in the formulation through a distributioower flow algorithm. In a
power flow algorithm the generator that is set asfarence bus, is used to dis-
patch the losses in the system, and the other ggmgunits participate in main-
taining the energy balance. Hence, based on thsoneng, the participation fac-
tor for the supply end that is the reference busikshbe lower than the combined
participation factor for other supply ends. Therefdhe LMP at the reference bus
would have a lower influence on the energy compboéthe DLMPs in the sys-
tem. This reasoning is backed by what is obsemddgures 4.6 and 4.7.
4.4  Test Case IlI: Roy Billinton Test System

The Roy Billinton Test System consists of a 230 tkAhsmission super-
structure and a 138 kV subtransmission system (€igL2). Typical load shapes
for the RBTS transmission network used in this gtack shown in Figure 4.10.
Table 4.4 shows the generator cost functions usedlf generating units on the
RBTS transmission system. Linear cost functionsassaimed for all generating
units and the polynomial coefficien® andC; corresponding to the zeroth order

and first order terms are shown. Important tesegarameters are shown in Ta-
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ble 4.5. All other test parameters are the sama #w previous test case (Table
4.3). In this test case, using the day-ahead fetesrad actual load for the trans-
mission network along with the generator cost fioms, the RBTS transmission
network is optimally dispatched to compute the LMd#sthe respective load
buses. The distribution feeders on component Busa& loads classified as
residential, commercial or industrial (Figure 4.Bable 4.6 shows the load type
classification at load points in Bus #3 along vilte peak load and the total num-
ber of customers at each load point. For the implgation of the optimal control
strategy, all load points in feeders F1-F6 are eho3he remaining load points
(i.e., those on feeders F7, F8) are medium ane laxghase industrial loads rated
at 138 kV and controls are not implemented. Theee84.71% of the total load at
Bus #3 is deemed as controllable. Distributed ressuand storage devices are
dispersed over Bus #3 at all control points. Thgregate load at each control lo-
cation averaged over all the laterals can be assumée balanced in the three

phase sense.
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Figure 4.10 Typical daily load characteristicshe RBTS transmission network

Table 4.4 Generation cost functions used foraases II-V

Bus | CAPACITY, P®ax CosT FUNCTION G(P°) ($/h)
# (MW) (POLYNOMIAL COEFFICIENTS Cg, C1)
40 34.00, 90.18
1 40 32.00, 90.18
10 36.50, 68.49
20 32.25, 77.63
5 30.50, 71.43
5 30.50, 11.43
40 30.50, 81.42
2 20 35.50, 55.71
20 30.50, 75.71
20 35.50, 85.71
20 30.50, 105.71
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Table 4.5 Test data for test cases II-V

Peak power rating

Energy storage

f t D 0.25 MW : 0.5 MWh
E)szr)lergy storag capacity E. ma)
Peak wind power " Peak solar power| 0.30*(Peak
Output 0.30%(Peak load) output load)

Table 4.6 Load type classification for load poimt®8us #3 for test cases II-V

SMALL MEDIUM LARGE
D2, D6, D8, D10,
D3, D26, D45, | D12, D35, D37, D38| D20, D21, D23,
RESIDENTIAL D52 (0.7756, D40, D42, D56, D57 D32, D44
190 D59, D61, D62 (0.8500, 230)
(0.8367, 250)
D5, D28, D30,
Commercial | D33, D48, DSO, ] D25, D47
D54, D64, D65 (0.9250, 1)
(0.5222, 15)
INpUsTriaL | D14 D16,D18 D67, D69, D77 | D71, D73, D75
(1.0167, 1) (6.9167, 1) (11.5833, 1)

"Peak load (MW) for each nodéNumber of individual customers at each node

The optimal energy storage operations for all lpathts in the distribu-
tion system are shown in Figure 4.11. The DLMP®atl points D2 (with me-
dium residential type loads), D5 (with small comai@r type loads) and D18

(with small industrial type loads) are depictedrigure 4.12. A three dimensional
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representation of DLMPs in F1 and F2 are depiateéigure 4.13. The control of
the energy demand at nodes D2, D18 and D25 in te #8 distribution are

shown in Figures 4.14, 4.15 and 4.16.

[ Time (h

10 11) 12

Distribution Load Points in #3 (test case 1)

-Discharging operation

Charing operation
No operation

Figure 4.11 Graphical representation of energyagioperation for test case Il
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Figure 4.13 Graphical representation DLMPs in fegedd and F2
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Figure 4.15 Base load, load with DER and controléed! at D5 in test case Il
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Figure 4.16 Base load, load with DER and controliéed] at D18 in test case Il

4.5 Test Case lll: Comparison of Control Scenarios
In test cases lll, the interaction of the DLMP twhsentrol algorithm for

energy management, on the bulk power system phiaedeen analyzed. The ap-
plication of the optimal control algorithm has bemmsidered in test case Ill as
two different scenarios, namely: sub-case Il (&ith the control implementation
on the base load without the presence of DERssahetase Il (B), with the con-
trol implementation on the base load in the presesfcDERS. Figures 4.17 and
4.18 describe the two scenarios and the system-agtiee power demand ob-
served with the implementation of the control algon. In each of the two sub-
cases in this section, the loads represented arpdition of the total instantane-

ous active power demand in Bus #3 where the coatgarithm has been imple-

mented.
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The comparisons of the LMP of Bus #3 are showncéses Il (A) and
(B) in Figure 4.19. The cumulative costs of eneailgiivery (denoted by CCE) can
be calculated by integrating the product of théantaneous LMP and the MW
load over time, throughout the time horizénThis calculation was made using
the LMPs observed at Bus #3 and have been compafédure 4.20, for cases
[l (A) and (B).

In each of the sub-cases, the improvement in thd &hapes can be ob-
served in Figures 4.17 and 4.18. The control dlgoriperforms adequately to

optimize the utilization of energy storage devibesed on the multiobjectives

specified.

N
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(MW)
N
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=
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T
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Figure 4.17 Total active power demand over tifvie test case Il (A)
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It can be observed from Figure 4.18 that the imgnosnt in the LMP of
Bus #3 with control implementation is minimal. &rcbe observed from Figure
4.20 that the CCE is much lower for case Il (Bingared to Il (A). However, in
each case the differences observed between thecG®Es with and without the
energy management control algorithm are insigniticdherefore, the savings in
cumulative cost of energy over a time horiZooan be attributed to the reduction
in net active power demand due to the inclusioDERs in the distribution sys-
tem.
4.6 Test Case IV: Islanded Case

The operation of the distribution system in anndied mode is shown in

test case IV. A line outage scenario has been deresi: the line serving feeder
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F1 (line D11-D78 in Figure 4.3) is tripped at 18QGand full service is restored at
1900 h, by closing the normally open switch atdbemnstream end of feeders F1
and F2. This time interval is chosen in this teste; as it best represents the peak
loading period in the system. The feeder segmemecting D1 and D13 is nor-
mally open, but is closed to restore service tddéed-1. Figure 4.21 shows a con-
tour map of the percentage of unserved load at leachpoint in feeder F1 during
the outage considered. A graphical depiction ofstia¢e of charge of energy stor-
age devices in feeder F1 is also shown as a contaprin Figure. 4.22. It can be
seen between the intervals of the outage, thadttite of charge at the load points
decreases continuously till the energy storageatieplitself to meet the demand.
In Figures 4.21 and 4.22, the seven load pointSlirare number serially in the
decreasing order of distance from bus D78; andithe intervals are numbered
such that each interval represents a duratiaxt of

The depiction of system DLMPs in F1, F2 are showm@tour maps in
Figures 4.23 and 4.24 for pre-fault and post-failtations. It can be observed
from the pre-fault duration that DLMPs are lower fbe loads are closer to the
source end of the feeder, as compared to loadsefastvay from the source. In
the post-fault duration, feeder F2 is additionaigyving the load of feeder F1. It
can be observed in the post-fault duration that BPisMn F1 and F2 are higher
compared to DLMPs in the pre-fault duration dugh®increase in the congestion

component of the DLMP, as a consequence of higiegter loading.
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Figure 4.21 Representation of percentage of unddoasl in F1 for test case IV
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Figure 4.23 Graphical representation of DLMPs edigrs F1 and F2 for pre-fault
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Figure 4.24 Graphical representation of DLMPs edfers F1 and F2 for post-

fault duration in test case IV
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4.7 Test Case V: Large Scale System Simulations
The implementation of the DLMP method and the canaétgorithm on

the LSSS test system is addressed in this sed@nLSSS test system is part of
ongoing research under the FREEDM systems researtRr. As part of this dis-
sertation, the control algorithm was implementedt@nconventional feeders (F1,
F2, F3, F4 and F6) on the LSSS. The control algoritvas integrated with a
model of the LSSS in a PSCAD environment, whichasg researched at North
Carolina State University to study solid state $fanmer switching transients and
operation. Figure 4.25 portrays the control implatagon at a load point D5 in
the distribution system. A sampling of pertinerdulés of this study is presented

here. A graphical representation of the storageatioas in the LSSS test system

is depicted in Figure 4.26.

Controlled load at D5 Base load at D5—— Load at D5 with DER

Active Power (MW

04 ! ! ! ! !

L
2 4 6 8 10 12 14 16 18 20 22 24
times (h)

Figure 4.25 Base load, load with DER and controliéedl at D5 in test case V
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Figure 4.26 Graphical representation for energsasg® operation in test case V
4.8 Computational Efficiency

The simulation studies performed in this work makese of the parallel
processing capability of the High Performance Camgu(HPC) facility at the
Arizona State University Advanced Computing Cerf&&2C2) [96]. The A2C2
cluster, also known as the Saguaro system, comspasever 5000 processor

cores, with an available memory of 11 TB of RAM ah& GB of L2 cache
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memory. The Saguaro cluster is representativernbdest sized supercomputer.
The computation of various tasks in the Saguartesysan be performed using
secure shell scripts that can be transmitted fran@ote host. Parallel tasks can
be executed if they are functionally independentl ean be done remotely using
a single script file. The A2C2 facility was usedngplement a portion of the con-
trols indicated in this dissertation and results taken to be representative of
what a parallel processing computer can accomplishe simulation of distribu-
tion system controls. It is emphasized that treeafghe parallel processor is only
as a simulator for the distributed controls whicé microprocessor implemented
and distributed across a power distribution systéhe Pareto optimal control
solutions calculated for the different points ofraoon coupling in the distribu-
tion system are computed at parallel nodes on wpersomputer, to simulate a
parallel processing environment.

The control calculation involves a linear programgn{LP) routine that is
solved using the simplex method. Since the comtigdrithm calculates a uniform
Pareto optimal front correspondinguwoequidistant weighting options for the ob-
jectives, this corresponds WoLP problems solved at each parallel node. The size
of the control vectors and constraint matriceshefltP are a function of the num-
ber and resolution of time steps$ chosen in time horizoil. The computation
times are found to be dependent on the size otdmérol vector and the con-
straint matrices. The resolution of the time stapd the mean computer process-

ing times are shown in Figure 4.27. Table 4.7 tkethie parameters of the LP
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problem and the corresponding matrix dimensiongifoe horizonT = 24 h and

weightsw = 35.
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+
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Figure 4.27 Comparison of computation time withglnof the control time step
Table 4.7 Comparison of linear programming pararsdt# different time steps

(Test cases II-1V)

At Size of control vector| Size 0fAineq Size 0fA¢q
(mins) X (in Ain-ecX < b) (in AecX = be)
1 4322 7200x 4322" | 1444 x 4322
5 866 1440 x 866 292 x 866
15 290 480 x 290 100 x 290
60 74 120 x 74 28 x 74

Number of rows!” Number of columns
4.9 Summary of Test Cases

The test cases described in this chapter detailafj@ications of the
DLMP formulation and the multiobjective control atghm for storage device

utilization. An implementation framework has alseeh portrayed which fits

closely with other existing operations in distriloat management systems. The
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formulations have been validated in test caseh e effect of multiple supplies
in the primary distribution being studied.

The test cases using the RBTS and the LSSS tedicheds 1I-V) depict
the application of the proposed strategy in a kmgme distribution system. These
studies present the DLMPs calculated at represeatatsidential, commercial
and industrial load locations on the feeders indistribution system at compo-
nent Bus #3. The DLMPs and respective controlletisoare depicted for these
locations. It can be seen that the base loadsedteced considerably and an im-
provement in the load factors is also seen. Theutative costs of energy are
compared in case Il for different scenarios. Iseen that system-wide control
implementation improves the load shapes and loatbrfanvith or without the
presence of DERs. It is also found that the intewas with the bulk power sys-
tem prices are predominantly due to the deployroaEBXERSs dispersed in the sys-
tem, and the reduction in the bulk system LMPs loamttributed to reduction in
active power demand due to DER deployment. Theiagn of the formula-
tions in an islanded operation of the distributfeaders has been studied in case
IV. The operation of the distributed energy storageices in meeting the un-
served load during an outage scenario is also euidest case V describes the
results of integrating the control algorithm on tH&SS test system modeled in a

PSCAD.
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Chapter 5
CONCLUSIONS, RECOMMENDATIONS AND FUTURE WORK
5.1 Conclusions

Several electricity market operators have in retiemts been working on
the issue of integration of energy storage to mevegulation of their ancillary
service markets [21]. Increased deployment of ibisted assets in distribution
systems is an expected phenomenon in the neaefdtbe work done in this dis-
sertation seeks to solve some of the existing anengial problems encountered
in distribution system operations with distributasisets. The work shown here
also develops a model for extending time-of-dagipg to distribution circuits. A
distribution locational marginal pricing formulatidhas been developed using an
AC sensitivity-based approach. The potential immdrteal-time prices in distri-
bution feeders and DLMP aided control for distribntmanagement systems can
be evaluated using the techniques and test cagdenranted in this work. The
Jacobian-based sensitivity analysis developed ig) dissertation provides for a
correction factor over other similar approachesetigped in literature, and is seen
to provide better results in the computation of EhéVIP signal.

A multiobjective optimization algorithm has alsoebedeveloped that op-
timizes the use of distributed energy storage iwepadistribution systems. The
MOP based control loop developed in this repoftisd to be robust in comput-
ing Pareto optimal solutions that reflect the h@stsible system operating point
for given system conditions. The results show th@ieability of the NBI method

for the control algorithm under consideration. Tdéentrol formulation is also
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flexible enough to feature extrinsic objectivestthaed to be accommodated,

while computing the optimal operating point for igemn node in the distribution

system. Based on the need for simplicity in termsnplementation, and also in

view of system operating conditions, the MOP oliyest can be varied and pri-

oritized. Based on the computational rigor, itesammended to use a time step

of 15 min on the control formulation, while choagia higher resolution for the

LMP and DLMP calculation.

Table 5.1 Major contrib

utions of this research kvor

PRIMARY CONTRIBUTIONS

SECONDARY CONTRIBUTIONS

e A new approach to power distrib
tion system pricing, via the distrib
tion locational marginal pricing formu

lation.

e Formulation of energy storage uti
zation as a multiobjective optimizatic

problem.

e Demonstration of applications

the proposed methods in large sc
distribution systems and a sugges
framework for implementation in dig

tribution system operations.

U-e A novel method for Jacobian-bas
I- sensitivity analysis, for calculation
- AC sensitivity factors in primary dig

tribution systems.

i-e Use of novel systems theoretic cq
)ncepts in developing a mathemati
robust solution algorithm for the mu
tiobjective optimization problem.

of
ale Demonstration of the application

tedarallel computing in simulating dig

5- tributed operations in power systems.

Of

n_
cal
|-

88



5.2 Recommendations

The suggested approach for implementation of trerggnmanagement
control algorithm has already been presented inrEi@.5. Optimal power flow
and LMP calculations are standard operations iragket environment and EMS.
The extension of the LMPs to distribution systentl wecessitate the need for
performing a power flow algorithm of the distribwti circuit to compute DLMPs.
This operation is generally performed at the disifion substation, and is part of
the DMS operational structure. The control of thstem-wide distributed storage
assets though, need to be implemented in a digtdbfashion at each controlled
load point. To facilitate decentralized (or distriéd) control the need for added
communication capability arises. Dedicated softwamgability at each controlled
load point is another requirement. This can be @mgnted via microprocessors
and distributed across the power system. Thespasntial areas for improve-
ment over current operational practices observammemporary distribution en-
gineering.

In all the above mentioned aspects, the recommengpdach for im-
plementation ties in with some of the objectiveshef Smart Grid initiative. The
work presented in this dissertation also providesesns theoretic tools and tech-
niques for practical application of solid state trolled devices (e.g., SSTS) in
distribution systems, as being researched undaadfes of the FREEDM systems

center. The major contributions of this researchkvave listed in Table 5.1.
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5.3  Future Work

The work presented in this dissertation providésriaulation for DLMPs
in distribution systems and a multiobjective cohtgorithm for utilization of
distributed assets. Some of the issues that caadiéed in future research work
in this area include the following:

I.  Expansion of the DLMP formulation to three-phaseatiewith the
computational ability to compute DLMPs on singleapl and three
phase laterals.

i. Develop three phase sensitivity analysis for podistribution sys-
tems to compute the distribution factors used s EAMP formula-
tion.

iii.  Improvement of the problem statement in the mujéctive optimiza-
tion to include additional objectives, system cdinds and con-
straints.

iv.  Improvement of the solution algorithm to an operatelective proce-
dure.

v. Demonstrate the application of the formulations anDMS and
SCADA environment.

vi. Implement the formulations on the FREEDM green tagh system.
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TABLE A.1 Feeder characteristics for test case |

Conductor characteristics 2/0 Al ACSR 6 strandslAhgyer, 270 A max
current magnitude

Impedance 0.896 +j 0.7743 ohm/mile

Length of each feeder segmdnt 2 miles

—Base load at #2 - - - - DER power output at #2

o
o)

o
o

Power (p.u.)

2 4 6 8 10 12 14 16 18 20 22 24
Time (h)

Figure A.1 Load and renewable power output dataefstrcase | at node #2

— Base load at #5 - - - - DER power output at #5

o
o)

o
o

Power (p.u.)

2 4 6 8 10 12 14 16 18 20 22 24
Time (h)

Figure A.2 Load and renewable power output dataefstrcase | at node #5
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— Base load at #9 - - - - DER power output at #9

Power (p.u.

Time (h)

Fig. A.3 Load and renewable power output datadet tase | at node #9

— Base load at #12 - - - - DER power output at #12

Power (p.u.

2 4 6 8 10 12 14 16 18 20 22 24
Time (h)

Fig. A.4 Load and renewable power output datadst tase | at node #12

(all terms shown in Figures A.1-A4 are shown in. pmitheir individual ratings)
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Table A.2 (a) Bus data of Bus #3 distribution systesed in test cases II-V

Bus
type P de- Qde- Voltage Voltage :
[1:PQ Gs Bs Bus ! Base volt- | Loss | Vmax | Vmin
Bus 2:PV mand mand (ohms) | (ohms) | area magnitude angle age (kV) | zone | (p.u.) (p.u.)
SRE | (MW) | (Mw) (p.u.) (deg)
4:1S]
1 1 0.0000 0.0000 0.0000  0.00d0 1 1 0.0000 11.0000 1 1.05 0.9700
2 1 0.0000 0.0000 0.0000  0.00d0 1 1 0.0000 0.41%50 11.05 0.9700
3 1 0.0000 0.0000 0.0000  0.00d0 1 1 0.0000 0.41%50 11.05 0.9700
4 1 0.0000 0.0000 0.0000  0.00d0 1 1 0.0000 11.0000 1 1.05 0.9700
5 1 0.0000 0.0000 0.0000  0.00d0 1 1 0.0000 0.4150 11.05 0.9700
6 1 0.0000 0.0000 0.0000  0.00d0 1 1 0.0000 0.41%50 11.05 0.9700
7 1 0.0000 0.0000 0.0000  0.00d0 1 1 0.0000 11.00001 1.05 0.9700
8 1 0.0000 0.0000 0.000( 0.0000 ] 1 0.0000 0.41%0 1 .05 1 0.9700
9 1 0.0000 0.0000 0.0000  0.00d0 1 1 0.0000 11.04000 1 1.05 0.9700
10 1 0.0000 0.0000 0.0000  0.0000 . 1 0.00p0 0.4150 1 1.05 0.9700
11 1 0.0000 0.0000 0.0000  0.0000 . 1 0.0000 11.00001 1.05 0.9700
12 1 0.0000 0.0000 0.0000  0.0000 . 1 0.0000 0.4150 1 1.05 0.9700
13 1 0.0000 0.0000 0.0000  0.00Q00 p 1 0.0000 11.00001 1.05 0.9700
14 1 0.0000 0.0000 0.0000  0.0000 2 1 0.00p0 11.00001 1.05 0.9700
15 1 0.0000 0.0000 0.0000  0.0000 2 1 0.00p0 11.00001 1.05 0.9700
16 1 0.0000 0.0000 0.0000  0.0000 p 1 0.0000 11.00001 1.05 0.9700
17 1 0.0000 0.0000 0.0000  0.00Q00 p 1 0.0000 11.00001 1.05 0.9700
18 1 0.0000 0.0000 0.0000  0.00Q00 2 1 0.00p0 11.00001 1.05 0.9700
19 1 0.0000 0.0000 0.0000  0.0000 3 1 0.00p0 11.00001 1.05 0.9700
20 1 0.0000 0.0000 0.0000  0.0000 3 1 0.00p0 0.4150 1 1.05 0.9700
21 1 0.0000 0.0000 0.0000  0.00Q00 B 1 0.0000 0.4150 1 1.05 0.9700
22 1 0.0000 0.0000 0.0000  0.0000 B 1 0.0000 11.00001 1.05 0.9700
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Table A.2 (b) Bus data of Bus #3 distribution sgstgsed in test cases II-V

Bus

type P de- Qde- Voltage Voltage :

[1:PQ Gs Bs Bus ! Base volt- | Loss | Vmax | Vmin
Bus 2:PV mand mand (ohms) | (ohms) | area magnitude angle age (kV) | zone | (p.u.) (p.u.)

SRE | (MW) | (Mw) (p.u.) (deg)

4:1S]
23 1 0.0000 0.0000 0.0000  0.0000 3 1 0.00p0 0.4150 1 1.05 0.9700
24 1 0.0000 0.0000 0.0000  0.00Q00 B 1 0.0000 11.00001 1.05 0.9700
25 1 0.0000 0.0000 0.0000  0.0000 B 1 0.0000 0.4150 1 1.05 0.9700
26 1 0.0000 0.0000 0.0000  0.00Q00 3 1 0.00p0 0.4150 1 1.05 0.9700
27 1 0.0000 0.0000 0.0000  0.0000 3 1 0.00p0 11.00001 1.05 0.9700
28 1 0.0000 0.0000 0.0000  0.0000 B 1 0.0000 0.4150 1 1.05 0.9700
29 1 0.0000 0.0000 0.0000  0.0000 B 1 0.0000 11.00001 1.05 0.9700
30 1 0.0000 0.0000 0.000( 0.0000 3 1 0.0000 0.41%0 1 .05 1 0.9700
31 1 0.0000 0.0000 0.0000  0.0000 4 1 0.00p0 11.00001 1.05 0.9700
32 1 0.0000 0.0000 0.0000  0.0000 4 1 0.00p0 0.4150 1 1.05 0.9700
33 1 0.0000 0.0000 0.0000  0.0000 4 1 0.0000 0.4150 1 1.05 0.9700
34 1 0.0000 0.0000 0.0000  0.0000 4 1 0.0000 11.00001 1.05 0.9700
35 1 0.0000 0.0000 0.0000  0.00Q00 4 1 0.0000 0.4150 1 1.05 0.9700
36 1 0.0000 0.0000 0.0000  0.0000 4 1 0.00p0 11.00001 1.05 0.9700
37 1 0.0000 0.0000 0.0000  0.0000 4 1 0.00p0 0.4150 1 1.05 0.9700
38 1 0.0000 0.0000 0.0000  0.0000 4 1 0.0000 0.4150 1 1.05 0.9700
39 1 0.0000 0.0000 0.0000  0.00Q00 4 1 0.0000 11.00001 1.05 0.9700
40 1 0.0000 0.0000 0.0000  0.00Q00 4 1 0.00p0 0.4150 1 1.05 0.9700
41 1 0.0000 0.0000 0.0000  0.0000 4 1 0.00p0 11.00001 1.05 0.9700
42 1 0.0000 0.0000 0.0000  0.0000 4 1 0.00p0 0.4150 1 1.05 0.9700
43 1 0.0000 0.0000 0.0000  0.0000 5 1 0.0000 11.00001 1.05 0.9700
44 1 0.0000 0.0000 0.0000  0.0000 5 1 0.0000 0.4150 1 1.05 0.9700
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Table A.2 (c) Bus data of Bus #3 distribution systesed in test cases II-V

Bus

type P de- Qde- Voltage Voltage :

[1:PQ Gs Bs Bus ! Base volt- | Loss | Vmax | Vmin
Bus 2:PV mand mand (ohms) | (ohms) | area magnitude angle age (kV) | zone | (p.u.) (p.u.)

SRE | (MW) | (Mw) (p.u.) (deg)

4:1S]
45 1 0.0000 0.0000 0.0000  0.0000 b 1 0.00p0 0.4150 1 1.05 0.9700
46 1 0.0000 0.0000 0.0000  0.00Q00 5 1 0.0000 11.00001 1.05 0.9700
47 1 0.0000 0.0000 0.0000  0.0000 5 1 0.0000 0.4150 1 1.05 0.9700
48 1 0.0000 0.0000 0.0000  0.00Q00 b 1 0.00p0 0.4150 1 1.05 0.9700
49 1 0.0000 0.0000 0.0000  0.0000 b 1 0.00p0 11.00001 1.05 0.9700
50 1 0.0000 0.0000 0.0000  0.0000 5 1 0.0000 0.4150 1 1.05 0.9700
51 1 0.0000 0.0000 0.0000  0.0000 5 1 0.0000 11.00001 1.05 0.9700
52 1 0.0000 0.0000 0.000( 0.0000 g 1 0.0000 0.41%0 1 .05 1 0.9700
53 1 0.0000 0.0000 0.0000  0.0000 b 1 0.00p0 11.00001 1.05 0.9700
54 1 0.0000 0.0000 0.0000  0.0000 b 1 0.00p0 0.4150 1 1.05 0.9700
55 1 0.0000 0.0000 0.0000  0.0000 6 1 0.0000 11.00001 1.05 0.9700
56 1 0.0000 0.0000 0.0000  0.0000 6 1 0.0000 0.4150 1 1.05 0.9700
57 1 0.0000 0.0000 0.0000  0.00Q00 6 1 0.0000 0.4150 1 1.05 0.9700
58 1 0.0000 0.0000 0.0000  0.00Q0 6 1 0.00p0 11.00001 1.05 0.9700
59 1 0.0000 0.0000 0.0000  0.00Q0 6 1 0.00p0 0.4150 1 1.05 0.9700
60 1 0.0000 0.0000 0.0000  0.0000 6 1 0.0000 11.00001 1.05 0.9700
61 1 0.0000 0.0000 0.0000  0.00Q00 6 1 0.0000 0.4150 1 1.05 0.9700
62 1 0.0000 0.0000 0.0000  0.00Q0 6 1 0.00p0 0.4150 1 1.05 0.9700
63 1 0.0000 0.0000 0.0000  0.00Q0 6 1 0.00p0 11.00001 1.05 0.9700
64 1 0.0000 0.0000 0.0000  0.00Q0 6 1 0.00p0 0.4150 1 1.05 0.9700
65 1 0.0000 0.0000 0.0000  0.0000 6 1 0.0000 0.4150 1 1.05 0.9700
66 1 0.0000 0.0000 0.0000  0.0000 Y 1 0.0000 138.0p0 1 1.05 0.9700
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Table A.2 (d) Bus data of Bus #3 distribution sgstgsed in test cases II-V

Bus

type P de- Qde- Voltage Voltage :

[1:PQ Gs Bs Bus ! Base volt- | Loss | Vmax | Vmin
Bus 2:PV mand mand (ohms) | (ohms) | area magnitude angle age (kV) | zone | (p.u.) (p.u.)

SRE | (MW) | (Mw) (p.u.) (deg)

4:1S]
67 1 0.0000 0.0000 0.0000  0.00Q0 Y 1 0.000p0 138.000 1 1.05 0.9700
68 1 0.0000 0.0000 0.0000  0.00Q00 Y 1 0.0000 138.0p0 1 1.05 0.9700
69 1 0.0000 0.0000 0.0000  0.0000 Y 1 0.0000 138.0p0 1 1.05 0.9700
70 1 0.0000 0.0000 0.0000  0.00Q0 Y 1 0.00p0 138.000 1 1.05 0.9700
71 1 0.0000 0.0000 0.0000  0.00Q0 Y 1 0.00p0 138.000 1 1.05 0.9700
72 1 0.0000 0.0000 0.0000  0.0000 3 1 0.0000 138.0p0 1 1.05 0.9700
73 1 0.0000 0.0000 0.0000  0.0000 3 1 0.0000 138.0p0 1 1.05 0.9700
74 1 0.0000 0.0000 0.000( 0.0000 g 1 0.0000 138.0000 11.05 0.9700
75 1 0.0000 0.0000 0.0000  0.0000 3 1 0.00p0 138.0p0 1 1.05 0.9700
76 1 0.0000 0.0000 0.0000  0.0000 3 1 0.00p0 138.0p0 1 1.05 0.9700
77 1 0.0000 0.0000 0.0000  0.0000 3 1 0.0000 138.0p0 1 1.05 0.9700
78 1 0.0000 0.0000 0.0000  0.0000 ) 1 0.0000 11.00001 1.05 0.9700
79 1 0.0000 0.0000 0.0000  0.00Q00 10 1 0.0000 38.000 1 1.05 0.9700
80 3 0.0000 0.0000 0.0000  0.0000 11 1 0.00p0 188.00 1 1.05 0.9700
81 1 0.0000 0.0000 0.0000  0.0000 D 1 0.00p0 11.00001 1.05 0.9700
82 1 0.0000 0.0000 0.0000  0.0000 10 1 0.0000 38.000 1 1.05 0.9700
83 1 0.0000 0.0000 0.0000  0.00Q00 3 1 0.0000 11.00001 1.05 0.9700
84 1 0.0000 0.0000 0.0000  0.00Q00 10 1 0.00p0 38.000 1 1.05 0.9700




Table A.3 (a) Branch data of Bus #3 distributiosteyn used in test cases Il-V

90T

Flom | 1o :(f;?oer: Fg’/%‘éer L?nq%th R@m) | x@m) | RQ | X@ Bka\l/se VA IR | X (o)
1| 2 1 1 | 03728] 01397 0.4120| 00531 01536 11 100.0430 | 0.1269
1 | 3 2 1 | 03728] 01397 0.4120| 00531 01536 11 100.0430 | 0.1269
1 | 4 3 1 | 03728] 01397 0.4120| 00531 01536 11 100.0430 | 0.1269
4 | 5 4 2 | 04971 01397 0.4120| 00694 02048 11 100.057@ | 0.1693
4 | 6 5 3 | 05593 01397 0.4120] 00781 02304 11 100.0646 | 0.1904
4 | 7 6 3 | 05593 01397 0.4120] 00781 02304 11 100.0646 | 0.1904
7 | s 7 1 | 03728] 01397 0.4120| 00531 01536 11 100.0430 | 0.1269
7 | o 8 2 | 04971 01397 0.4120| 0.0694 02048 11 100.057@ | 0.1693
9 | 10| o 2 | 04971] 01397 0.4120| 00694 02048 11 100 0578 | 0.1693
9 | 11| 10 3 | 05593 01397 0.4120] 00781 02304 11 100.0646 | 0.1904
1 | 12| 11 1 | o03728] 01397 0.4120]  0.0521 01336 11 0 100.0430| 0.1269
11 | 78| 12 1 | o03728] 01397 0.4120]  0.0521 01336 11 0 100.0430| 0.1269
13 | 14| 13 2 | 04971 01397 0.4120]  0.06b4 02448 11 0 100.0574| 01693
13 | 15| 14 3 | 05593 01397 0.4120] 00781 024904 11 0 100.0646| 0.1904
15 | 16| 15 1 | o03728] 01397 0.4120]  0.05p1 01336 11 0 100.0430| 0.1269
15 | 17| 16 2 | 04971 01397 0.4120] 00604 02448 11 0 100.0574| 01693
17 | 18| 17 3 | 05593 01397 0.4120] 00781 024904 11 0 100.0646| 0.1904
17 | 78| 18 3 | 05593 01397 0.4120] 00781 024904 11 0 100.0646| 0.1904
19 | 20| 19 2 | 04971 01397 0.4120]  0.06b4 02448 11 0 100.0574| 01693
19 | 21| 20 2 | 04971 01397 0.4120]  0.06b4 02448 11 0 100.0574| 01693
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Table A.3 (b) Branch data of Bus #3 distributiosteyn used in test cases II-V

From | To | Feeder | Feeder| Length . . kv MVA

bus | bus | section | type (m% R (@/mi) | X (€ /mi) R@) X@) Base | Base Rp.u) | X(p.u)
19 22 21 1 0.3728| 0.1397 0.4120 0.0521 0.1836 11 0 100.0430| 0.1269
22 23 22 1 0.3728| 0.1397 0.4120 0.0521 0.1836 11 0 100.0430| 0.1269
22 24 23 3 0.5593] 0.1397 0.4120 0.0781 0.2304 11 0 100.0646| 0.1904
24 25 24 3 0.5593] 0.1397 0.4120 0.0781 0.2304 11 0 100.0646| 0.1904
24 26 25 2 0.4971 0.1397 0.4120 0.0694 0.2048 11 0 100.0574| 0.1693
24 27 26 2 0.4971 0.1397 0.4120 0.0694 0.2048 11 0 100.0574| 0.1693
27 28 27 3 0.5593] 0.1397 0.4120 0.0781 0.2304 11 0 100.0646| 0.1904
27 29 28 3 0.5593] 0.1397 0.4120 0.0781 0.2304 11 0 100.0646| 0.1904
29 30 29 1 0.3728| 0.1397 0.4120 0.0521 0.1836 11 0 100.0430| 0.1269
29 81 30 1 0.3728| 0.1397 0.4120 0.0521 0.1836 11 0 100.0430| 0.1269
31 32 31 1 0.3728| 0.1397 0.4120 0.0521 0.1836 11 0 100.0430| 0.1269
31 33 32 2 0.4971 0.1397 0.4120 0.0694 0.2048 11 0 100.0574| 0.1693
31 34 33 3 0.5593] 0.1397 0.4120 0.0781 0.2304 11 0 100.0646| 0.1904
34 35 34 3 0.5593] 0.1397 0.4120 0.0781 0.2304 11 0 100.0646| 0.1904
34 36 35 2 0.4971 0.1397 0.4120 0.0694 0.2048 11 0 100.0574| 0.1693
36 37 36 1 0.3728| 0.1397 0.4120 0.0521 0.1836 11 0 100.0430| 0.1269
36 38 37 2 0.4971 0.1397 0.4120 0.0694 0.2048 11 0 100.0574| 0.1693
36 39 38 3 0.5593] 0.1397 0.4120 0.0781 0.2304 11 0 100.0646| 0.1904
39 40 39 3 0.5593] 0.1397 0.4120 0.0781 0.2304 11 0 100.0646| 0.1904
39 41 40 1 0.3728| 0.1397 0.4120 0.0521 0.1836 11 0 100.0430| 0.1269
41 42 41 2 0.4971 0.1397 0.4120 0.0694 0.2048 11 0 100.0574| 0.1693
41 81 42 1 0.3728| 0.1397 0.4120 0.0521 0.1536 11 0 100.0430| 0.1269
43 44 43 1 0.3728| 0.1397 0.4120 0.0521 0.1836 11 0 100.0430| 0.1269
43 45 44 3 0.5593] 0.1397 0.4120 0.0781 0.2304 11 0 100.0646| 0.1904
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Table A.3 (c) Branch data of Bus #3 distributiostsyn used in test cases Il-V

From | To | Feeder | Feeder| Length R X(Q kv MVA

bus | bus| section | type (m?) (Q/mi) /rrgi) R@) X@) Base | Base R(p.u) X(p.u.)
43 46 45 3 0.5593] 0.1397 0.4120 0.0781 0.2304 11 0 10 0.0646 0.1904
46 47 46 2 0.4971 0.1397 0.4120 0.0694 0.2048 11 0 10 0.0574 0.1693
46 48 47 2 0.4971 0.1397 0.4120 0.0694 0.2048 11 0 10 0.0574 0.1693
46 49 48 1 0.3728| 0.1397 0.4120 0.05p1 0.1536 11 0 10 0.0430 0.1269
49 50 49 1 0.3728| 0.1397 0.4120 0.05p1 0.1536 11 0 10 0.0430 0.1269
49 51 50 1 0.3728| 0.1397 0.4120 0.05p1 0.1536 11 0 10 0.0430 0.1269
51 52 51 2 0.4971 0.1397 0.4120 0.0694 0.2048 11 0 10 0.0574 0.1693
51 53 52 3 0.5593] 0.1397 0.4120 0.0781 0.2304 11 0 10 0.0646 0.1904
53 54 53 2 0.4971 0.1397 0.4120 0.0694 0.2048 11 0 10 0.0574 0.1693
53 83 54 3 0.5593] 0.1397 0.4120 0.0781 0.2304 11 0 10 0.0646 0.1904
55 56 55 3 0.5593] 0.1397 0.4120 0.0781 0.2304 11 0 10 0.0646 0.1904
55 57 56 1 0.3728| 0.1397 0.4120 0.05p1 0.1536 11 0 10 0.0430 0.1269
55 58 57 2 0.4971 0.1397 0.4120 0.0694 0.2048 11 0 10 0.0574 0.1693
58 59 58 1 0.3728| 0.1397 0.4120 0.05p1 0.1536 11 0 10 0.0430 0.1269
58 60 59 3 0.5593] 0.1397 0.4120 0.0781 0.2304 11 0 10 0.0646 0.1904
60 61 60 2 0.4971 0.1397 0.4120 0.0694 0.2048 11 0 10 0.0574 0.1693
60 62 61 1 0.3728| 0.1397 0.4120 0.05p1 0.1536 11 0 10 0.0430 0.1269
60 63 62 2 0.4971 0.1397 0.4120 0.0694 0.2048 11 0 10 0.0574 0.1693
63 64 63 3 0.5593] 0.1397 0.4120 0.0781 0.2304 11 0 10 0.0646 0.1904
63 65 64 1 0.3728| 0.1397 0.4120 0.05p1 0.1536 11 0 10 0.0430 0.1269
63 83 65 2 0.4971 0.1397 0.4120 0.0694 0.2048 11 0 10 0.0574 0.1693
66 67 66 3 0.5593] 0.700( 3.7000 0.3915 2.0694 138 00 1 0.0021 0.0109
66 68 67 1 0.3728| 0.700( 3.7000 0.2610 1.3794 138 00 1 0.0014 0.0072
68 69 68 2 0.4971 0.700( 3.7000 0.3480 1.8393 138 00 1 0.0018 0.0097
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Table A.3 (d) Branch data of Bus #3 distributiosteyn used in test cases II-V

bus | bus | secton | ope |y | imy | my | RO | X@ |kease| Gl | Reu)| X(pu)
68 70 69 3 0.5593] 0.7000 3.7000D 0.3915 2.0694 138 00 1 0.0021 0.0109
70 71 70 1 0.3728  0.7000 3.700D 0.2610  1.3794 138 00 1 0.0014 0.0072
70 80 71 2 0.4971 0.7000 3.700D 0.3480  1.8393 138 00 1 0.0018 0.0097
72 73 72 1 0.3728) 0.7000 3.700D 0.2610 1.3794 138 00 1 0.0014 0.0072
72 74 73 3 0.5593  0.7000 3.700D 0.3915  2.0694 138 00 1 0.0021 0.0109
74 75 74 3 0.5593 0.7000 3.700D 0.3915  2.0694 138 00 1 0.0021 0.0109
74 76 75 1 0.3728 0.7000 3.7000D 0.2610 1.3794 138 00 1 0.0014 0.0072
76 77 76 1 0.3728) 0.7000 3.700D 0.2610 1.3794 138 00 1 0.0014 0.0072
76 80 77 2 0.4971 0.7000 3.700D 0.3480  1.8393 138 00 1 0.0018 0.0097
78 79 100 4 0.0000| 0.000( 0.1210 0.0000  0.1210 33(11 00 1 0.0000 0.1000
78 79 100 4 0.0000  0.0000 0.1210 0.00p0  0.1210 133J1 100 0.0000 0.1000
81 82 101 4 0.0000| 0.0000 0.1210 0.0000  0.1210 1331 100 0.0000 0.1000
81 82 101 4 0.0000]  0.0000 0.1210 0.0000  0.1210 1331 100 0.0000 0.1000
83 84 102 4 0.0000  0.0000 0.1210 0.00p0  0.1210 133J1 100 0.0000 0.1000
83 84 102 4 0.0000  0.0000 0.1210 0.00p0  0.1210 133J1 100 0.0000 0.1000
79 82 1000 5 1.0000 0.2590D 1.0000 0.25p0  1.0000 33 100 0.0238 0.0918
79 82 1001 5 1.0000 0.259p 1.0000 0.2590  1.0000 33 100 0.0238 0.0918
79 84 1002 5 1.0000 0.259p 1.0000 0.2590  1.0000 33 100 0.0238 0.0918
82 84 1003 5 1.0000 0.259D 1.0000 0.25p0  1.0000 33 100 0.0238 0.0918
82 80 10000 6 0.0000  0.0000 1.0890 0.0000  1.0890 8/3B3| 100 0.0000 0.1000
82 80 10000 6 0.000Q  0.000D 1.0890 0.0000  1.0890 8/3B3| 100 0.0000 0.1000
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APPENDIX B

ILLUSTRATIVE EXAMPLE SHOWING NBI AND SP APPLICATION
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An example is shown in this appendix section thaistrates the
application of the NBI method and separable prognarg in computing Pareto
optimal solutions. Two function§(X) andf,(X) are chosen as shown in Figure
B.1. The induvidual minima fof; andf, are shown in Table B.1. Since, the
functions are non-linear the application of SP wotansform the control
variable fromX to a, and 5 breakway points [-1.0, -0.5, 0.0, 0.5, &r@] chosen in
the range ok, [-1, 1]. This is also shown in Table B.1. Thelgem is linearized

and can be solved using the simplex method.

4+

e f1(X) = (X + 1) f2(X) = (X - 1)

3,
2.5-
<
= 2L
I
>
1.5+
1,
0.5-
91 -0.8 -O‘.6 -0‘.4 -0‘.2 6 0‘.2 0‘.4 0‘.6 08 i
X
Figure B.1 Function§ andf,
Table B.1 Individual minima fof; andf, and convex hull
Function,fi(X) X | f fi(a)

f(X)=(X+D% | -1 | O | Qu+0.25p+a3+2.2%, + 4us

f(X)=(X-D% | 1 0 | 4+ 2.2%;+as+0.2%y + Ous
Convex hull of 4= {0 4}

individual minima 4 0
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The transformed objective functions using the SPr@pmation (see
(3.28) and (3.29)), is also shown in Table B.1. fraasformed control variabl,
= [a1 a2 a3 a4 as d]". The final form of the optimization problem is niaizing
the distance from the convex hull to the objectipace along a normal distance,
i.e.,f=[00 00 0 -1] The equality contraints of optimization are comsted as
shown in (3.41) and (3.42), and inequality constsaare constructed as shown in

(3.36) and (3.37),
min f'x (B.1)

such that

0 025 1 225 4 -0.7071
4 225 1 025 0 -0.7071 x=¢[\‘l'\v'l} (B.2)
1 1 1 1 1 0 2

-1 050 05 1 O X<1
[1 05 0 -05 -1 o} ‘u- (B.3)
For the NBI subproblems, equidistant convex weights chosen as
shown in Table B.2. The Pareto optimal solutionsaimied for each of the
weighting combinations, and the corresponding \&ahleained for the individual
functions are also shown in Table B.2. The corredpw Pareto optimal front for

the problem has been plotted in Figure B.2. The Bilglproblems were solved

using the simplex algorithm in the MATLAB R2010 géam.
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Table B.2 Pareto optimal solutions

W1 0 1 0.1 0.9 0.2 0.8 0.3 0.7 o4 Ol dAds5
W 1 0 0.9 0.1 0.8 0.2 0.7 0.8 06 04 d5
f1 40| 0.0| 3.24 0.04| 256 0.1 196 036 144 0.64 1j00
f, 10.00| 4.0] 0.04 3.24| 0.16/ 256 0.36 196 0.64 144 1|00
X 1 -1 0.8| -0.8/ 0.6 -0.6 0.4 -04 0P -0.2 D

45¢

4»,

3.5

b

g 3
[9V]
2507
O
o 2r *
[
>
L5 "

1F *

+
0.5 .\
+*
0 | | | | | Sk | |

N

|
0 0.5 1 15 2 2.5 3 3.5
Function f1(X)

4.5

Figure B.2 Pareto optimal front for the given pehl
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APPENDIXC

SAMPLEMATLAB SUBROUTINES
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C.1 Main Steering Routine

clc
clear all

global th dt topf

th = 24; % total time horizon (hours)

dt = 15/60; % length of smallest time step for mation (hours)
delt = 1; % length of sliding window (hours)

topf = 1; % number of steps between optimal poveey {OPF)
Rp =0; Rw=0;

load win.mat

trload
drload

trbcase
drbcase

fori=1:th/dt
if mod(i, topf) ==
time = i;
trimp
else
if i > topf
LMP(:, i) = LMPC(:, time); %#0k<*AGROW>
else
% intial condition for OPF
LMP(:, i) =[0; 11.1403; 12.1913; 1270 12.2220; 12.3030];
end
end
drimp
end

for i = 1: Icount
difference(i, :) = DLMP(list(i), :) - LMP(3, ;)
mind(i) = min(difference(i, :));

end

exitcount = zeros(sum(con), 1); stime = zeros(som), 2);
for temp = 1: lcount
if con(temp) ==
tic
mop
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stime(temp, 1) = toc;
end
end
Rp = Rp/85;

DLMPbase = DLMP;
LMPbase = LMP;

fori=1:96
loadbase(1, i) = sum(YP(;, i));
end

Rw = 4*Rw/sum(loadbase);

YP(1:38, :) = Xcon;
trbcase
drbcase

fori = 1: th/dt
if mod(i, topf) ==
time =1;
trimp
else
if i > topf
LMP(:, i) = LMPC(:, time); %#0k<*AGROW>
else
% intial condition for OPF
LMP(:, i) =[0; 11.1403; 12.1913; 1270 12.2220; 12.3030];
end
end
drimp
end
DLMPfull = DLMP;
LMPfull = LMP;

fori=1:96
loadfull(1, i) = sum(YP(, 1));
end

YP(1:38, :) = Xnoc;
trbcase
drbcase

fori = 1: th/dt
if mod(i, topf) ==
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time =1;
trimp
else
if i > topf
LMP(:, i) = LMP(:, time); %#0k<*AGROW>
else
% intial condition for OPF
LMP(:, i) =[0; 11.1403; 12.1913; 1270 12.2220; 12.3030];
end
end
drimp
end
DLMPnoc = DLMP;
LMPnoc = LMP;

fori=1:96
if i ==
Tf(i) = loadfull(i)*LMPfull(3, i)*0.25;
TO(i) = loadbase(i)*LMPbase(3, i)*0.25;
else
Tf(i) = Tf(i-1) + loadfull(i)*LMPfull(3, i)*0.25;
TO(i) = TO(i-1) + loadbase(i)*LMPbase(3, i)*&2
end
end
save result.mat

C.2 Subroutine to Compute LMPs on the Transmisbietwork
pft = 0.98; f = tan(acos(pft));

mpct.bus(2, 3) = 20.0*YC(i); mpct.bus(2, 4) = Fmouis(2, 3); Y%o#ok<*IJCL>
mpct.bus(4, 3) = 40.0*YM(i); mpct.bus(4, 4) = f*mtdaus(4, 3);
mpct.bus(5, 3) = 20.0*YN(i); mpct.bus(5, 4) = Fmpaus(5, 3);
mpct.bus(6, 3) = 20.0*YR(i); mpct.bus(6, 4) = Fnignus(6, 3);

mpct.bus(3, 3) = sum(YP(, i)); mpct.bus(3, 4) metrYP(:, i));

optn = mpoption('OUT_ALL', 0);
[opf opfflag(i)] = runopf(mpct, optn);
OPFR(i) = opf;

fork=1: N
if mpct.bus(k, 3) >0
LMP(K, i) = opf.bus(k, 14); %#ok<*|JCL,*AGBW>

120



LMP(k, i) = LMP(k, i) + opf.bus(k, 17) - 6pus(k, 16);

Bt =[B(1: (k-1),:); B(k+1: N,
Bpr = [Bt(;, 1: k- 1) Bt(;, k + 1: N)];
Zbase = ((mpct.bus(k, 10))"2)/mpct.baseMVA;

T = H*A*[inv(Bpr) zeros(N - 1, 1); zeros(N - 1) O];

forl=1: M
LMP(K, i) = LMP(k, i) + ...
T(l, k)*(opf.branch(l, 18) - opfamch(l, 19));
end
end
end

C.3 Subroutine to Compute DLMPs in the DistnbatSystem

pft = 0.98; f = tan(acos(pft));

mpcb.bus(list(;), 3) = YP(;, i);
mpcb.bus(list(;), 4) = f*YP(:, i);

optn = mpoption('OUT_ALL', 0);

[pf pfflag(i)] = runpf(mpcb, optn);

V = pf.bus(:, 8); d = pf.bus(:, 9)*pi/180;

Gs = pf.branch(:, 3); Bs = pf.branch(;, 4); Bshfbanch(:, 5);
Pf = pf.branch(:, 14); Qf = pf.branch(:, 15);

% Converged N/R Power Flow Jacobian Matrix (Jminftd ATPOWER
Jm = full(makeJac(pf));
Jml =[1 zeros(1, 2*n - 2);
zeros(2*n - 2, 1) Jmj;
Jm2 = zeros(2*n, 2*n);
Jm2(1: n, 1: n) =Jm1(1: n, 1: n);
Jm2(1:n, n+2:2*n) =JIm1(1: n, n + 1: 2*n - 1);
Jm2(n +2:2*n, 1: n) =Jml(n + 1: 2*n - 1, 1: n);
Jm2(n + 2: 2*n, n + 2: 2*n) = Jm1(n + 1: 2*n - 1+ 2*n - 1);
Jm2(n+1,n+1)=1;
Jn=Jm2;

% Line Flow Sensitivity with Bus Voltage Matrix (S)
S = zeros(2*m, 2*n);
forl=1:m

121



il = mpcb.branch(l, 1); jj = mpcb.branctg);
S(l, ii) = ...
S(l\/_()ii)*V(jj)*(GS(l)*Sin(d(ii) - d(jj)) - Bs(l)*cos(d(ii) - d(jj)));
)=
V(ii)*V(jj)*(Bs(l)*cos(d(ii) - d(jj)) - Gs(l)*sin(d(ii) - d(jj)));
S, n +ii) = 2*V(ii))*Gs(l) ...
- V(1i)*((Gs(l)*cos(d(ii) - d(jj)) + Bgl)*sin(d(ii) - d(jj))));
S(I,n+jj) =...
- V(ii)*((Gs(l)*cos(d(ii) - d(jj)) + Bgl)*sin(d(ii) - d(jj))));

S(m+1, i) =...
- V(ii)*V(ii)*(Gs(ly*cos(d(ii) - d(jj)) + Bs(l)*sin(d(ii) - d(jj)));
S(m+1,j)=..
V(iiy*V(ii*(Gs(ly*cos(d(ii) - d(jj)) + Bs(l)*sin(d(ii) - d(ij)));
S(m + I, n +ii) = - 2*V(ii)*(Bs(l) + Bsh{l2) ...
+ V(i))*((Bs(l)*cos(d(ii) - d(jj)) - Gg)*sin(d(ii) - d(ji))));
Sm+1l,n+j)=..
; V(iiy*((Bs(l)*cos(d(ii) - d(jj)) - Gs(*sin(d(ii) - d(ij))));
en

% Sn = -[S(;, 2: N) S(;, (N + 3): 2*N)];

% Bus Connection Matrix (L)
L = zeros(n, m);
forii=1:n
forjj=1:m
if mpcb.branch(jj, 1) ==i
L(i, jj) = -1;
elseif mpch.branch(jj, 2) == ii
LG, jj) = 1;
end
end
end
Lnew =[ L zeros(n, m); zeros(n, m) L; |;
L = Lnew;
% Ln =[ Lnew(2: n, :); Lnew(n + 3: 2*n, 1) |;

% Jacobian Based Distribution Factors

DFJ = inv(eye(2*m) - S*inv(In)*L)*S*inv(Jn);
% DFJ = S*inv(Jdn);

DF =DFJ(1: m, 1: n);

% PFR(i) = pf; %#ok<*1JCL>
% flow12(i) = pf.branch(12, 14);
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Closs = 1;
Ccong = 1,

for bus = 1: Icount
k = list(bus);

DLMP(K, i) = LMP(3, i); %#0k<*IJCL,*AGROW>

bt = [b(1: (k- 1), :); b(k + 1: n,)];

bpr = [bt(:, 1: k - 1) bt(;, k + 1: n)];

zbase = ((mpcb.bus(k, 10))*2)/mpcb.baseMVA;
Vk = pf.bus(k, 8);

t = h*a*[inv(bpr) zeros(n - 1, 1); zeros(1, &)-0];

forj=1.m
RI = pf.branch(j, 3);
Pf = pf.branch(j, 14);
Qf = pf.branch(j, 15);
Pt = pf.branch(j, 16);
Qt = pf.branch(j, 17);
RatingA = mpcb.branch(j, 6);

VT = pf.bus(pf.branch(j, 1), 8);
Df = pf.bus(pf.branch(j, 1), 9);
Vt = pf.bus(pf.branch(j, 2), 8);
Dt = pf.bus(pf.branch(j, 2), 9);

if Rl ==

II=0;

else

Il = sqrt(abs(Pf - Pt)/(mpcb.baseMVA*RI*2))
end

DLMP_loss(j) = abs(DF(j, k))*(2*II*RI)/(Vkpft);

DLMP(K, i) = DLMP(K, i) + Closs*DLMP_los9(j+ Ccong*abs(DF(j, k));
end
end

C.4 Subroutine to Compute Pareto SolutionsRaeaassigned Load Point

X_ld(temp, ) = YP(temp, 2);
dimp = DLMP(list(temp), 2);
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n = th/dt;
X dg=[00000000848 1949 1994 2927 322233113P3 1582 412 ...
000000Qj;
X _dg = 0.5*max(X_Id(temp, :))*X_dg/max(X_dg);
Xdg = zeros(1, n);
=1
fori=1:n
if mod(i, n/th) ~=0
Xdg(i) = X_dg(j);
else
xdg(i) = X_dg();
=]+ 1
end
end
X_d(temp, :) = Xdg + 0.5*wind_f(temp, 1:96);
X_dpu(temp, :) = X_d(temp, :)/max(X_d(temp, 3));
X = X_ld(temp, :) - X_d(temp, :);
Rp = Rp + max(X_d(temp, 2));
Rw = Rw + sum(X_d(temp, :))*0.25;
Em =0.5; Pm = 0.25; so = 0.5; eff = 0.95;
n=1/dt; | = 3;
X =[-Pm 0 Pm];

A = zeros(5*th, I*th + 2); b = zeros(5*th, 1);
fori=1:th
A, ((- )% + 1): i*l) = x; b(i) = Pm;
A(th + 1, ((i - 1)*1 + 1): i*l) = -x; b(th + )= Pm;
forj=1:i
A(2*th +1, ((j - D)*1 + 1): j*I) = x;
A(3*th +1, ((j - 1)*1 + 1): j*I) = -x;
end
b(2*th + i) = (1-s0)*Em,;
b(3*th + i) = so*Em;
A(4*th + 1, ((i - 1)*1 + 1): i*l) = x; b(4*th +i) =...
-max(X(((i - 1)*n + 1): i*n));
A(4*th + 1, th*l + 1) = -1;
end

aeq = zeros(th, I*th + 1); beq = ones(th, 1);
fori=1:th

aeq(i, ((i- 1)*1+ 1):i*l) =[1 1 1];
end

F1 = zeros(th*l + 2, 1); Fm = zeros(4, 1);
F2=F1;F3=F1;,F4 =F1; F = F1,;
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F1(th*l + 1) = 1,
cr = 0.3*min(dimp) + 0.7*max(dimp);
fori=1:th
F3(((i - 1)*1 + 1): i*l) = x*sum(dimp(((i - 1)h + 1): i*n))*dt;
FA(((i - )*1 + 1): i*l) = abs(x)*(1 - eff);
if dimp(i) > cr
F2(((i - D)*1 + 1): i*l) = x;
end
end
C = dimp*X*dt;
Ep = sum(X)*dt;

ub = [ones(I*th, 1); inf; inf];
Ib = [zeros(I*th, 1); -inf; -inf];

X1 = linprog(F1(1:(I*th + 1)), A(;, 1:(I*th + 1))b, aeq, beq,...
Ib(L:(I*th + 1)), ub(L:(I*th + 1))):

Fm(1) = F1(L:(I*th + 1))*X1;

X2 = linprog(F2(1:(I*th + 1)), A(;, 1:(I*th + 1))b, aeq, beq,...
Ib(L:(I*th + 1)), ub(L:(I*th + 1)));

Fm(2) = F2(1:(I*th + 1))*X2 + Ep;

X3 = linprog(F3(1:(I*th + 1)), A(, 1:(I*th + 1))b, aeq, beq,...
Ib(L:(I*th + 1)), ub(L:(I*th + 1)));

Fm(3) = F3(L:(I*th + 1))*X3 + C:

X4 = linprog(F4(1:(I*th + 1)), A(;, 1:(I*th + 1))b, aeq, beq,...
Ib(L:(I*th + 1)), ub(L:(I*th + 1)));

Fm(4) = FA(L:(I*th + 1))*X4:

phi = [F1(1:(I*th + 1))*X1 F1(1:(I*th + 1))*X2 F{1:(I*th + 1))*X3 ...
F1(1:(I*th + 1))*X4;
F2(1:(I*th + 1))*X1 F2(1:(I*th + 1))*X2 FRL:(I*th + 1))*X3 ...
F2(1:(I*th + 1))*X4;
F3(L:(I*th + 1))*X1 F3(1:(I*th + 1))*X2 F&L:(I*th + 1))*X3 ...
F3(1:(I*th + 1))*X4;
F4(1:(I*th + 1))*X1 F4(1:(I*th + 1))*X2 F4lL:(I*th + 1))*X3 ...
FA(L:(I*th + 1))*X4];

phi=phi- (Fm-[0OEp CO])*[1111]

flag = 1,
s =5;
P = (1/6)*s*(s + 1)*(s + 2);
W = zeros(4, P);
fori=1:-0.25:0
forj=0:0.25: (1-1)
fork=0:0.25:(1-i-))
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WG, flag)=[ijk(@-i-j-K)]I;
flag = flag + 1;
end
end
end

N =phi*[1 11 1];
u=N/norm(N, 2);
Aeq = zeros(4 + th, th*l + 2); Beq = zeros(4 +1ly,
Aeq(1:4, :) = [F1(1:(th*l + 1)) u();
F2(1:(th*l + 1)) u(2);
F3(1:(th*l + 1)) u(3);
FA(L:(th*l + 1)) u(4)];

XS = zeros(th*l + 2, P); Xsol = zeros(th, P); Xnormzeros(1, P);
feval = zeros(1, P); exitflag = feval,

fori=1: P

Beq(1:4) = phi*W(:, i);

Aeq(5:(4 + th), 1:(I*th + 1)) = aeq;
Beq(5:(4 + th)) = beq;

F(th*l + 2) = -1;

options = ...
optimset('LargeScale’, 'off', 'Simplex’, ‘oDisplay’, ‘iter’);
[XS(;, i), feval(i), exitflag(i)] = ...
linprog(F, A, b, Aeq, Beq, Ib, ub, [], options)
if exitflag(i) == 1
exitcount(temp) = exitcount(temp) + 1;
forj=1:th
Xsol(j, i) = x*XS((I*( - 1) + 1): 1)}, 1);
end
Xnorm(i) = norm(Xsol(:, i), 2);
end
end
flag = 1,
fori=1: P
if exitflag(i) ==
if flag ==
mn = Xnorm(i);
mx = Xnorm(i);
elseif Xnorm(i) < mn
mn = Xnorm(i);
elseif Xnorm(i) > mx
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mx = Xnorm(i);

end
flag = flag + 1;
end
end
fori=1: P
if Xnorm(i) == mx
Xs = Xsol(:, i)}

Wopt(temp, :) = W(;, i); %#ok<*AGROW>
end
end
fori=1:th
Xcon(temp, ((i - 1)*n + 1): i*n) = X(((i - 1)*r+ 1): i*n) + ...
Xs(i)*ones(1, n);
Xnoc(temp, ((i - 1)*n + 1): i*n) = X(((i - 1)*r+ 1): i*n);
end
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