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ABSTRACT  
   

             Advancements in computer vision and machine learning have added a 

new dimension to remote sensing applications with the aid of imagery analysis 

techniques.  Applications such as autonomous navigation and terrain 

classification which make use of image classification techniques are challenging 

problems and research is still being carried out to find better solutions. In this 

thesis, a novel method is proposed which uses image registration techniques to 

provide better image classification. This method reduces the error rate of 

classification by performing image registration of the images with the previously 

obtained images before performing classification. The motivation behind this is 

the fact that images that are obtained in the same region which need to be 

classified will not differ significantly in characteristics. Hence, registration will 

provide an image that matches closer to the previously obtained image, thus 

providing better classification. To illustrate that the proposed method works, 

naïve Bayes and iterative closest point (ICP) algorithms are used for the image 

classification and registration stages respectively.  This implementation was 

tested extensively in simulation using synthetic images and using a real life data 

set called the Defense Advanced Research Project Agency (DARPA) Learning 

Applied to Ground Robots (LAGR) dataset. The results show that the ICP 

algorithm does help in better classification with Naïve Bayes by reducing the 

error rate by an average of about 10% in the synthetic data and by about 7% on 

the actual datasets used.  
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Chapter 1 

INTRODUCTION 

1.1 Motivation 

             Imagery forms one of the most important forms of remote sensing. 

Photogrammetry techniques, originated in 1849, were amongst the first to use 

photographs for preparing topography maps [1]. From there, remote sensing 

imagery has come a long way including infra-red imagery, multispectral imagery 

and satellite imagery [1]. Image classifiers are used in remote sensing for 

autonomous navigation, agriculture, mining and environmental research. Image 

registration techniques have also been used independently in remote sensing for 

fusing images obtained from multiple sensors [2] or to fuse images captured at 

different resolutions [3]. In this dissertation, an approach based on combining 

the method of image classification and image registration in order to help remote 

sensing applications, particularly autonomous navigation and terrain 

classification, is proposed. 

             Autonomous navigation – dealing with the navigation of vehicles without 

human supervision and terrain classification – dealing with the classification of 

terrains for purposes such as agricultural or navigational; are amongst the 

various applications of remote sensing data. Image processing and computer 

vision have come to play a very important role in these areas.  Image classifiers 

are used to process images obtained by the unmanned vehicle on a terrain and 

help the vehicle make decisions on how to traverse on a path.   

             In remote sensing applications involving image classifiers, images can be 

obtained in the form of a video on the chosen path or images can be obtained 

from the same location at different time instants. In the case of videos, the 
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images obtained are very similar to the ones previously obtained, with slight 

changes. The images obtained at a single location might be oriented slightly 

differently from the previous set of images. Hence, with the similarity and slight 

changes in the images, it is expected that registering an image prior to classifying 

it would provide much better classification results.  

             In this dissertation, simple classification and registration algorithms are 

used to show that registration prior to classification provides lesser error rate.  

The objective is to prove that the proposed method works for very simple 

algorithms which are low in complexity in terms of the features and parameters 

required. Once it is shown that it works for simple algorithms, the method can 

surely be extended to more complex ones. Naïve Bayes classifier [38] is used for 

the image classification part and iterative closest point algorithm [21] is used for 

the image registration part. The emphasis is not on choosing a classification or 

registration method that provides the best results individually but more so to 

prove that on combining the two of them there is a considerable improvement in 

performance.   

             The performance of different image classifiers varies according to the 

features selected, the type of dataset used, the number of images used for training 

and so on. The performance might deteriorate in challenging conditions and in 

such situations the proposed method would be most beneficial in boosting the 

performance. In time consuming algorithms, input conditions can be relaxed and 

this method can be used to obtain similar or better performance, but at a much 

faster rate.  
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1.2 Related Work 

             The navigation of an unmanned rover largely depends on the type of 

terrain it is on. Terrains can be roughly classified as swampy, marshy, urban, 

wood and so on [4]. Imagery based terrain classification has found vast 

importance due to the prior judgment these algorithms provide [5]. This 

information can be used in order to determine if the terrain is smooth or rough, 

hard or slippery and in turn determine if the path is traversable or not. The 

analysis determines the obstacles in the immediate path of the rover and guides it 

around the obstacle onto a traversable path.  

             The main factors to be considered for such classification are the 

performance of an algorithm for the given task and the features chosen for 

classification. The algorithm can be either a supervised or unsupervised classifier. 

Supervised classification uses labeled images in order to aid classification, 

whereas unsupervised learning depends on the features present in the data.  

Simple supervised classifiers are Naïve Bayes classifier [38], k-nearest neighbor 

classifiers [41] whereas k-means [42] and fuzzy c means clustering [43] are the 

simple unsupervised classifiers available. More complex classifiers such a support 

vector machines [44] for supervised and principal component analysis [45] for 

unsupervised are also available for more refined results.  The advantage of using 

supervised classifiers is that the prediction accuracy is higher for this case [6]. 

The cost associated with the labeling in supervised classifiers can act as a 

disadvantage in cases where the characteristics change with time. In such cases, 

using unsupervised learning is advisable. Supervised learning is used in this 

research since the dataset that is used is an already labeled dataset and hence 

that can be used advantageously to obtain better performance. 
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Related work using Naïve Bayes Classifier 

             As mentioned earlier, the Naïve Bayes classifier is chosen in this research 

for its simplicity. Naive Bayes classifiers have been used in various remote 

sensing scenarios. [7] have successfully used Naïve Bayes for autonomous terrain 

classification for robot navigation. Their analysis on 4 different datasets using 

texture, color or a combination of both as features shows results on par with 

many offline classifiers. [8] provides a method for omnidirectional image 

segmentation for robot navigation. The method provided results for prolonged 

periods of time when tested on robots. [9] uses Naïve Bayes in conjunction with 

support vector machines in order to control the velocity of motion of the rover. 

Apart from these, Naïve Bayes is also used in various other remote sensing 

applications such as soil erosion assessment [10], annotation of planetary 

surfaces [11] and so on. 

Related work using Iterative Closest Point algorithm 

             Iterative closest point algorithm is a simple  image registration algorithm 

and has been independently used in various remote sensing applications 

including terrain classification. [12] shows that ICP can reduce the dependency of 

global positioning systems in position estimation for unmanned aerial vehicles. 

[13] uses ICP to match two different images taken at the same scene using 

different sensors under different operating conditions. [14] proposes a method to 

match seabed terrains which allows for underwater vehicle navigation and it 

makes use of probabilistic data association filtering and iterative closest contour 

point methods. [15] also helps in underwater navigation by using a combination 

of ICP algorithm and geomagnetic reference to perform location positioning.  
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Related work using image classification and registration techniques 

             This section surveys existing methodologies and applications that make 

use of both image classification and image registration techniques. On exploring 

the existing literature in the field of remote sensing, work that involves image 

classification to aid in better registration were found. [16] works on finding a long 

term registration between under water images. Since registration is to be carried 

out with images obtained in time intervals of weeks or months together, spatial 

and temporal variations on the sand-bed are common problems encountered. 

[16] aims to using image segmentation and image classification to aid better 

registration. Features obtained from Gabor wavelets were used to perform linear 

discriminant analysis followed by a nearest neighbor classifier. This method gave 

results for coarse registration. [17] also aims at improving registration of images 

obtained from multiple sensors by using image classification. The scale invariant 

feature transform (SIFT) that are generally used for image registration performs 

poorly in case of registering images from multiple sensors. In this paper, a new 

method is proposed which uses a combination of SIFT descriptors and maximum 

likelihood classification for better performance.  

             Literature in the medical field suggests that image registration to obtain 

better classification has been used in certain cases. Classification of tumors as 

cancerous or benign is a very important task in oncology. Tumors undergo slight 

alterations during an ultrasound testing and hence [18] suggests a method where 

the post and pre ultrasound images are registered and then classified for testing. 

The registration uses mutual information between images whereas classification 

uses support vector machines.  
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             Multiples or multi-color fluorescence in situ hybridization(M-FISH) 

image classification technique, which views specimens with multiple labels in 

different color channels, is used for cancer diagnosis. A common problem faced 

in M-FISH imaging is misalignment amongst pixels. [19] suggests a method for 

multi-resolution registration to solve this problem. [19] uses Levenberg- 

Marquardt algorithm to perform registration following which a Bayesian 

classifier is used for pixel by pixel classification. [20] also works on similar 

premises in order to monitor tumors and tissues better by image registration and 

then image classification. The paper suggests finite element modeling and surface 

projection alignment of required regions for registration.  

             It is noticed that although medicinal imaging does incorporate 

registration techniques to aid classification, it must be noted that in this case it is 

registering images of the same object taken at the same position with some time 

interval while, in this research, the images are from a moving camera. And in 

remote sensing applications, image classification is used to aid registration, thus 

making the method proposed in this research a novel method. 

 

 

 



  7 

Chapter 2 

DESCRIPTION OF ALGORITHMS 

2.1 Naïve Bayes Classifier 

             The naïve Bayes classifier is a simple yet competitive and effective 

probabilistic classifier that makes use of Bayes theorem [39]. Bayes theorem can 

be explained as follows: 

 
 



  
   

   


1

  *  
n

i k
i

k i

Y x
p p p Y

X Y
 (2.1) 

where X and Y are random variables,
 
 
 

iY
p

X
 is the probability of Y belonging to 

class i given x and
 
 
 i

x
p

Y
 is the probability of x occurring given it belongs to class 

Yi and p(Y) is the probability of Y. 

             This can also expressed as shown below: 

      posterior prior likelihood  (2.2) 

             Naïve Bayes assumes class conditional independence and is a simple 

classification algorithm. But the algorithm has proven to produce really good 

results on larger datasets. The advantages of using naïve Bayes is that is can be 

trained and tested quickly and it works well on real life data. 

             Variants to naïve Bayes classifier to improve performance use approaches 

that rely on finding correlations amongst the features, which hence reduces the 

strong assumption of independence that naïve Bayes is based on [39].  Some such 

approaches are tree-augmented naïve Bayesian (TAN) network proposed in [39] 

and selected naïve Bayesian classifier which uses a wrapper-based feature 

selection [40] 
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               In this research, naïve Bayes classifier is implemented in MATLAB using 

the inbuilt naïve Bayes classifier in the statistics toolbox.  

             Described below is an example that shows the working of naïve Bayes. 

Figure 2.1 is chosen as the training image whereas Figure 2.2 is chosen as the test 

image. Both the images are chosen from the dataset DS3A. In order to train the 

naïve Bayes classifier, the manual labels provided for the training image are used 

and the corresponding manual labels provided for the test image are used to 

validate the results obtained from the prediction of the classifier. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 2.1: Training image from the DS3A dataset to demonstrate Naïve Bayes 

algorithm 
 

 

 

 

 



  9 

 

 

 
Figure 2.2: Test image from the DS3A dataset to demonstrate Naïve Bayes 

algorithm 
 

 

Figure 2.3: Labeled image containing predicted labels using Naïve Bayes 

algorithm for the test image in Figure 2.2 where black represents traversable path 

and white represents non-traversable path 
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             On using the classifier, the classification rate was found to be 86.72% and 

figure 2.3 shows the predicted labels for figure 2.2 

2.2 Iterative Closest Point Algorithm 

             The iterative closest point algorithm is one of the algorithms used for 

registering two clouds of data points. It was introduced independently by [21] 

and [22].   

             Consider data clouds X and P containing Nx and Np points respectively. 

The 2 data clouds need to be registered. The iterative closest point uses the 

Euclidean distance metric to calculate the minimum distance between a point p 

in P and the data cloud X as follows 

  


 
x X

d p,X  min x p   2.3   

             On denoting the closest point in X to point p in P as y, we get a cloud of 

closest points Y which can be represented as seen below 

   ,  Y C P X  (2.4) 

where C is the closest point operator. 

             The least squares registration is computed on Y with respect to P as 

follows in [21] 

    , ,    q d Q P Y  (2.5) 

where Q is the least squares quaternion operation.[21] uses the quaternion 

operation whereas other forms such as singular value decomposition approach 

can also be used. 

             The mean square objective function described below is minimized to form 

Q, the quaternion operator 
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   


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1

1
|| || 

pN

i r i t

ip

f q x R q p q
N

 (2.6) 

where qr and qt are the rotation and translation vectors. 

             The algorithm iterates as follows until convergence is met 

 Compute the closest points for all points in the first data cloud 

corresponding to the second data cloud using Euclidean distance  

 Compute the registration data cloud and apply the same 

 Iterate until the present tolerance is greater than the change in mean 

square error between the points p and y  

             This ICP algorithm gives efficient registration and always converges 

monotonically. It is independent of shape of the object and also does not need 

any pre-processing of the data points.  But the disadvantages of this algorithm 

are that it is susceptible to outliers and convergence might prefer local minima as 

opposed to global minima in certain cases. 

             The ICP algorithm has been improved since it has been first introduced 

with certain variations. High-speed variants of ICP algorithm are necessary in 

computer vision applications in order to obtain real time results. [32] is a high-

speed variant in which selection of points is done using hierarchical  and 

logarithmic points are selected for motion tracking. [33] combines tree search 

and nearest neighbor search to obtain ICP performance that is about 27 times 

faster than usual and [34] use pre computed voxel closest neighbors In a 

particular biometrics applications context to obtain faster ICP. 

             The ICP code used here is from [35] and this code accepts 2 mxn sized 

images as inputs. The code also allows flexibility in choosing the number of 

iterations and pyramid levels. The motion model can also be chosen as per user 
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preference. Translation, affine, rigid and projective models are available. A binary 

mask specifying out of segment and in segment values can be given as input as 

well, along with the choice of choosing between ordinary or robust alignment. 

The function outputs the image that is the registered image. 

             The following figures give an example of the working of the registration 

algorithm. Figure 2.4 is a sample image (image 1) created and figure 2.5 is image 

1 rotated by 5 degrees. Figure 2.6 demonstrates the output of the ICP algorithm. 

 

Figure 2.4: Sample image 1 to show working of ICP algorithm 
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Figure 2.5: Sample image 2 generated by rotating image 1 by 5 degrees 

 

Figure 2.6: Resultant image of the ICP registration algorithm with the inputs as 

image 1 and image 2  
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Chapter 3 

DESCRIPTION OF DATASETS 

             In this study, the hand-labeled DARPA (Defense Advanced Research 

Project Agency) LAGR (Learning Applied to Ground Robots) datasets [36] are 

used.  The datasets consists of data collected from 3 different types of terrain in 

different lighting scenarios. In total, there are 6 datasets with 100 images in each 

dataset for training and testing purposes.  Each image is hand-labeled into one of 

the three groups – obstacle (1), ground plane (0) or unknown (2), with an average 

of 20% of pixels labeled as unknown in every image.  

              A brief description of the datasets is provided below [37]: 

Dataset DS1A 

             This dataset consists of 100 images captured on a very sunny day. The 

path consists of hay bales and trees on one side and the color of the hay bales 

matches with the reddish brown color of the ground. The lighting is very bright in 

most cases in this dataset and the trees have often cast large shadows on the 

ground. It is overall a tough dataset for classification due to the unsatisfactory 

weather conditions present. 

Dataset DS1B 

             This dataset consists of the 100 images captured at the same place as in 

DS1A but under significantly differing weather conditions. The sunlight is not 

glaring into these images and the path and the obstacles (hay bales and trees) are 

distinguishable which allows for easier machine classification as compared to 

DS1A. 

 

 



  15 

Dataset DS2A 

             This dataset consists of a path covered with bushes and trees on multiple 

locations which makes for a tough traversable path. The sky is blue and 

distinguishable in this dataset. The bushes and trees are largely leafless and 

brown and similarly colored as the ground making this dataset also a tougher one 

for classification purposes. 

Dataset DS2B 

This dataset captured on a different day as compared to DS2A is better in terms 

of the lighting conditions. The better lighting conditions allow for a mediocre 

distinction between the bushes and the ground, although at some places shadow 

effects nullifies the distinction.  

 

Figure 3.1: Representative image from DS1A dataset 
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Figure 3.2: Representative image from DS1B dataset 

Dataset DS3A 

             Consisting of dense green shrubs on either side of a clear brown ground 

path makes this dataset the easiest dataset of the ones considered. Some parts of 

the ground filled with green grass can appear as non-traversable and might be 

misclassified as obstacle in this dataset. 

Dataset DS3B 

           The same scenario as in DS3A but captured on a less sunny day make up 

dataset DS3B. This dataset appears darker but a clear distinction between green 

and brown areas are possible, making this also an easy dataset. Again, the 

grassier parts of the grounds are at the risk of miscalculation due to the similar  
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Figure 3.3: Representative image from DS2A dataset

 

Figure 3.4: Representative image from DS2B dataset 
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Figure 3.5: Representative image from DS3A dataset 

 

Figure 3.6: Representative image from DS3B dataset 



  19 

 

 

Figure 3.7: Representative image of the manual labels for an image from DS1B 

dataset where red represents ground plane, orange represents obstacle and yellow 

represents unknown 

coloring of the shrubs. 

             From the description of the datasets, it can be seen that the dataset 

provides the required diversity needed for training and testing owing to the 

significantly different scenarios captured at different light conditions. Hence the 

DARPA LAGR dataset is an interesting dataset to work with. 
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Chapter 4 

RESULTS FROM CLASSIFICATION 

             In order to determine the performance of naïve Bayes classifier on the 

DARPA LAGR dataset, various tests were conducted by varying the training and 

test data. The training data along with the manual labels provided are fed to the 

naïve Bayes classifier. Then a prediction matrix is obtained for the train data fed 

into the naïve Bayes model. This prediction matrix is compared to the manual 

labels available for the test data and compared. The error rate is computed after 

comparison. 

              The features used for training is a weighted combination of the RGB 

components. The optimal weights were chosen by running the classifier for 

random weights for the RGB components 30 times and choosing the weights that 

allowed for the least error rate. The optimal weights are given below in Table 4.1  

                                                 Table 4.1: Weights for RGB values 

Dataset  R wt          G wt       B wt 

DS1A 0.5472    0.3222   0.1306 

DS1B 0.5185    0.1583    0.3233 

DS2A 0.0945    0.4155   0.4900 

DS2B 0.2924    0.1924    0.5152 

DS3A 0.1607    0.5457   0.2936 

DS3B 0.4226    0.0785  0.4989 

             

             The weights physically represent the colors based on their prominence in 

the dataset. On looking at DS1A and DS1B, it is evident that reddish-brown color 

is most dominant and hence most weight to the red color is given to obtain least 
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error in classification. Also, similarly, DS3A, which is bright green in color, has 

the most weight for green color. DS3B which is of a darker green has tinges of 

purple and hence maximum weight is seen for blue color for minimum error. 

In order to perform Naïve Bayes, the original image was labeled based on the 

weighted pixel values and then it was used to train the data. A similar labeling 

scheme was followed in the test phase and the results were compared with the 

naïve Bayes prediction. This method provided inconsistent results. Hence, the 

labels given with each image we used and were verified with the predicted labels 

with the known image labels. This provided consistent results which are 

described below. 

Case I: 

             Using these optimal weights for each dataset, the training and testing data 

numbers are varied in each dataset. That is, the training set is varied from 10 up 

to 90 and correspondingly the test set is reduced from 90 to 10 for every dataset 

and the results are shown below in Table 4.2 and are plotted in Figure 4.1 

 

Figure 4.1: Plot of number of training images versus % of error for Case 1 for 

naïve Bayes Classifier 

0 

10 

20 

30 

40 

50 

60 

10 20 30 40 50 60 70 80 90 

%
 O

f 
Er

ro
r 

Number of Training images 

DS1A error 

DS1B error 

DS2A error 

DS2B error 

DS3A error 

DS3B error 



  22 

 

Table 4.2: Results for Case 1 for Naïve Bayes Classifier 

Train 

DS1A 

error 

DS1B 

error 

DS2A 

error 

DS2B 

error 

DS3A 

error 

DS3B 

error 

10 27.28 44.84 33.51 40.38 17.01 19.32 

20 28.92 43.83 35.05 42.26 18.79 19.85 

30 32.59 45.45 36.65 44.2 20.03 19.56 

40 35.14 44.36 40.26 45.45 23.1 21.16 

50 34.02 44.43 41.17 46.75 19.92 24.89 

60 37.98 46.71 41.36 46.35 23.4 25.38 

70 37.03 50.11 40.26 46.18 17.93 26.85 

80 30.58 50.76 36.77 54.97 17.65 28.33 

90 29.3 48.95 36.46 39.88 18.24 27.62 

 

             From the results, we can see that on training and testing with the same 

dataset, the error rates vary by only a small margin of about 4-5 percent. Even 

when the number of training images is increased, the results do not vary by a 

huge percentage. This is attributed to the fact that all the images in a dataset are 

similar to each other and hence do not provide any significant details when more 

training images are considered.  

             Also, on considering each dataset results separately, DS3A and DS3B 

perform best as expected. DS3A and DS3B being the easier datasets provide 

lower error rates of about 20% as compared to the tougher datasets DS1A, DS1B, 

DS2A, DS2B. These datasets have error rates varying from 35% - 45% on an 
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average and proves that Naïve Bayes performance is not up to the mark when we 

have complex datasets for analysis. 

Case II: 

             Since the performance of Naïve Bayes is consistent on every dataset, its 

performance is tested on a combination of all the datasets. For this, the training 

set is all 100 images from one of the datasets and the testing dataset is 600 

images from all the datasets put together. Such a test yielded the results shown 

below in Table 4.3. The plot of the same is shown in Figure 4.2 

Table 4.3: Results for Case 2 for Naïve Bayes Classifier 

Dataset Error 

DS1A  54.1 

DS1B  46.63 

DS2A 45.64 

DS2B 51.97 

DS3A 45.83 

DS3B 41.87 

 

 

Figure 4.2: Plot of the dataset versus the percentage of error for Case 2 for naïve 

Bayes classifier. 
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             From the above results we see that Naïve Bayes does not work very well 

when tested on different data as compared to what it was trained on. But on 

comparison, it shows that dataset 3 has comparatively lower error rates 

compared to datasets 1 and 2. Hence it shows that the performance depends on 

how good the training data are, which the case for datasets 3 is. 

Case III: 

             Another way to compare was to train Naïve Bayes using images from all 

the datasets and test them on all 600 images. The results are provided in Table 

4.4 

Table 4.4: Results for Case 3 for Naïve Bayes Classifier 

Training 

images from 

each dataset 

Total number 

of training 

images 

Testing 

images from 

each dataset 

Total number 

of Testing 

images 

Error 

Rate 

10  60 100  600 36.46 

20  120 100  600 36.54 

20  120 20  120 37.59 

10  60 10  60 36.25 

 

             In this scenario, the results are limited to 120 training images due to 

memory limitations in MATLAB. It is seen that in all 4 cases, the results are very 

close to each other. This shows that on increasing the number of training images 

from every dataset has no implication on the error rate. This is consistent with 

the results in Case I where we noticed very little difference on increasing the 

number of training images.  
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             Also on comparing with Case II, we see that the error rate is considerably 

lesser in this Case. This proves that training with multiple datasets is better than 

training with the same dataset while testing on all the available data 
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Chapter 5 

RESULTS FROM REGISTRATION 

             In order to prove that image classification works better after performing 

image registration, a simple test is employed. An image that is selected is rotated 

by a chosen angle and when this angle is a small number, it works as if a slightly 

distorted image has been obtained. Now this rotated image is tested on a Naive 

Bayes classifier that has been trained by the original image. Also, the two images 

are registered using iterative closest point algorithm and the registered image is 

also tested on the Naive Bayes classifier. The percentage of error obtained on 

classification is compared in both the cases. 

             In this test, the chosen image is rotated from an angle of 0 to 90 degrees 

and results of classification before and after registration are obtained in all the 

cases. The test is run on the DS1A, DS1B, DS2A, DS2B, DS3A and DS3B datasets 

and can be seen as shown in Figures 5.1, 5.2, 5.3, 5.4, 5.5, 5.6, respectively. 

 

Figure 5.1: Results of image classification after registration for DS1A dataset after 

rotating the image from 0 to 90 degrees 
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Figure 5.2: Results of image classification after registration for DS1B dataset after 

rotating the image from 0 to 90 degrees  

 

 

Figure 5.3: Results of image classification after registration for DS2A dataset 

after rotating the image from 0 to 90 degrees 
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Figure 5.4: Results of image classification after registration for DS2B dataset 

after rotating the image from 0 to 90 degrees 

 

 

Figure 5.5: Results of image classification after registration for DS3A dataset after 

rotating the image from 0 to 90 degrees 
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Figure 5.6: Results of image classification after registration for DS3B dataset 

after rotating the image from 0 to 90 degrees  

             From the results above, it can be seen that out of the 6 datasets the test is 

performed on, in 5 cases the classification error rate is lesser after registration 

than before. The degree of rotation is varied up to 90 degrees, which is a very 

large rotation for practical purposes. And quite naturally as the degree of rotation 

increases, the error rate increases as seen in all 6 cases. But even in such extreme 

rotation cases, prior registration does help in bringing down the error. 
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Chapter 6 

RESULTS FROM REGISTRATION AND CLASSIFICATION 

             In this section, the results obtained by performing classification on the 

consecutive  images present in a dataset after registering them with ICP is 

presented. The images in the datasets are shot at a rate of 5 frames/sec and the 

images for registration and classification are chosen in increments of 1, 4, 7 and 

10 respectively. All the results are collected at 14 iterations and 4 pyramid levels. 

 

Figure 6.1: Error plot for DS1A dataset with blue representing error curve for 

classification after registration and red curve, before registration 

             In the DS1A dataset, the path is a straight path and the variations of the 

consecutive images of the dataset are small. On considering consecutive images, 

which vary by 1 or 2 degrees, since registration plays a smaller role, classification 

results are improved by only a couple of percent. In the case of considering 
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images in increments of 10, the images are rotated by about 10 degrees and hence 

registration helps provide good classification results. The results in Figure 6.1 

show that registration helps bringing down the classification error rate by about 

10 percent.  

 

Figure 6.2: Error plot for DS1B dataset with blue representing error curve for 

classification after registration and red curve, before registration 

             Although dataset DS1B is taken on the same path as DS1A on a different 

day, the path traced by the rover collecting the images in the DS1B case is 

significantly different from the DS1A case. The rover in this case steers off the 

actual path after the first 20 images and gets on to hay. This creates a lot of 

variations in the images collected from images 30 to about 60. But beyond image 

70 onwards, although the images are off the actual path, the images are quite 

similar. Hence the error reduction after registration works on the images 
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numbered 60 onwards, as can be seen in Figure 6.2.The ones before that have a 

lot of variations and on registration, the registered image has a lot of black 

regions which do not help in classification. Hence the results are not favorable. 

This can be illustrated below in Figure 6.3. The images numbered 40 and 50 are 

considered respectively and the result of the registration can be seen to produce a 

lot of black spaces, which while classification is misclassified as ground plane 

when it should actually be classified as obstacles.  

(a) Image number 40 
 
 

 

(b) Image number 50 
 

 

(c)Resultant image of 
registration of image 50 
with image 40 

 

Figure 6.3: Registration result illustration for DS1B dataset 

             Dataset DS2A is a dataset that contains a lot of bushes on the path. From 

the results in Figure 6.4, it can be seen that registration does not help this dataset 

at all in bringing down the error rate of classification. This is a rapidly changing 

dataset, due to the movement of the rover and the shift in the position of the 

bushes corresponding to the rover movement. On considering images in 

increments of 1, 4, 7 and 10, it can be seen that the classification error rate 

progressively increases for the case after registration. The increase in the error is 

prominent in the images numbered from 40 to 70. This is because the images 

change most rapidly in this section and they approach the bushes here. Figure 6.5 

illustrates the effect on registration results on changing the image increments for 

a particular image. The image considered for Figure 6.5 is image numbered 40 

and column 1 shows image 40. The second column corresponds to images 41, 44, 
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47 and 50 respectively and the third column represents the registered image for 

the images in the second column. As it can be seen, as the spacing between the 

images considered is increased, the black regions of the registered image also 

increases, allowing for a lot of misclassification and hence increasing the error. 

 

 

Figure 6.4: Error plot for DS2A dataset with blue representing error curve for 

classification after registration and red curve, before registration images 
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(a) Image number 40 
 

 

(b) Image number 41 
 

 

(c)Resultant image of 
registration of image 41 

with image 40 

 

(d) Image number 40 
 

 

(e) Image number 44 
 

 

(f)Resultant image of 
registration of image 44 

with image 40 

 

(g) Image number 40 
 

 

(h) Image number 47 
 

 

(i)Resultant image of 
registration of image 47 

with image 40 

 

(j) Image number 40 
 

 

(k) Image number 50 
 

 

(l)Resultant image of 
registration of image 50 

with image 40 

 

Figure 6.5: Registration result illustration for DS2A dataset 
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Figure 6.6: Error plot for DS2B dataset with blue representing error curve for 

classification after registration and red curve, before registration 

             Dataset DS2B is very similar in nature to DS2A. Hence, the error plot as 

seen in Figure 6.6 is expectedly similar, with the error rates after registration 

larger than before registration. But there is a section from images numbered 70 

to 80, where the error rates from after registration is lesser than before 

registration. This is a section of the dataset that varies slowly as compared to the 

rest of the dataset and to dataset DS2A. Hence, Figure 6.7 illustrates the change 

in registration result for that section by choosing one image from the images 

numbered 70 to 80.Image 75, shown in column 1, is chosen and column 2 

represents images 76, 79, 82 and 85 respectively. Column 3 shows the 

corresponding registered images for the images in column 2. Although these 

images shown regions in black as well, the black portions are wider along the 
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(a) Image number 75 
 

 

(b) Image number 76 
 

 

(c)Resultant image of 
registration of image 75 

with image 76 

 

(c) Image number 75 
 
 

 

(e) Image number 79 
 
 

 

(f)Resultant image of 
registration of image 75 

with image 79 

 

(g) Image number 75 
 

 

(h) Image number 82 
 

 

(i)Resultant image of 
registration of image 75 

with image 82 

 

(j) Image number 75 
 

 

(k) Image number 85 
 

 

(l)Resultant image of 
registration of image 75 

with image 85 

 

Figure 6.7: Registration result illustration for DS2B dataset 
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sides of the path, thus, not allowing for much miscalculation. Hence that section 

of the dataset provides lesser error compared to the rest of the dataset. 

 

Figure 6.8: Error plot for DS3A dataset with blue representing error curve for 

classification after registration and red curve, before registration 

             Datasets DS3A and DS3B show the worst performance for image 

classification after registration, as shown in Figure 6.8 and Figure 6.9. This is 

because the DS3A dataset is along a curved path, such that each image is 

significantly different from the previous images and so, registration does not play 

a very important role as the images are not that similar. The path is surrounded 

by lush greenery on both sides of the curving path. Since the path is curving, 

registration of the image results in a lot of black spaces around the border of the 

image. And since 3 borders of the image consists of obstacles, which are 
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misclassified due to the black portions, the error rates for classification are much 

higher after registration. 

 

Figure 6.9: Error plot for DS3B dataset with blue representing error curve for 

classification after registration and red curve, before registration 
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Chapter 7 

CONCLUSIONS 

             From the results presented in chapter 5, it is seen that the proposed 

method works well for a majority of the synthetic datasets and provides error 

rates of about 10% lesser on performing registration before classification. The 

results in chapter 6 show that for real datasets, the performance was not as 

expected. The error rate for classification after registration is about 7 to 8% lesser 

in the case of DS1A. But this is not the case with the remaining datasets. On 

studying the results from all the datasets, it is concluded that the performance is 

dependent on a lot of factors such as how well the rover traverses in a straight 

line on the path, if the path itself is curved or straight and the location of the 

obstacles. The main factor that detriments performance is that the registered 

image has a lot of black portions that allow for misclassification in most of the 

cases. In order to get better results, after registration of the image, the image 

must be cropped along the corners to get rid of the unwanted black portion that 

detriments performance. Further work can include cropping the image after 

registration to test the performance, and also to study other features and 

parameters used for registration and classification and changing them to study 

the effect on the performance. The advantage of cropping the registered image is 

that it would help in speeding up the classification since the classification is done 

on an image of smaller dimensions. Future work can also include testing the 

performance using a combination of other algorithms for classification and 

registration which rely on a more sophisticated set of features. Future work can 

also try to incorporate a method to propagate the labels in the classification for 

quicker and better results. The method proposed aims at augmenting image 
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classification techniques with image registration and on performing a more 

detailed study of this technique will help in providing a more sophisticated 

method for better classification. 
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