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ABSTRACT

It is well known that the overall performance of a solar cell is limited by the worst

performing areas of the device. These areas are usually micro and nano-scale defects

inhomogenously distributed throughout the material. Mitigating and/or engineering these

effects is necessary to provide a path towards increasing the efficiency of state-of-the-art solar

cells. The first big challenge is to identify the nature, origin and impact of such defects

across length scales that span multiple orders of magnitude, and dimensions (time, temperature

etc.). In this work, I present a framework based on correlative X-ray microscopy and big data

analytics to identify micro and nanoscale defects and their impact on material properties in

CuIn1−xGaxSe2 (CIGS) solar cells.

Synchrotron based X-ray Fluorescence (XRF) and X-ray Beam Induced Current (XBIC)

are used to study the effect that compositional variations, between grains and at grain

boundaries, have on CIGS device properties. An experimental approach is presented to

correcting XRF and XBIC quantification of CIGS thin film solar cells. When applying XRF

and XBIC to study low and high gallium CIGS devices, it was determined that increased copper

and gallium at grain boundaries leads to increased collection efficiency at grain boundaries in

low gallium absorbers. However, composition variations were not correlated with changes

in collection efficiency in high gallium absorbers, despite the decreased collection efficiency

observed at grain boundaries.

Understanding the nature and impact of these defects is only half the battle; controlling

or mitigating their impact is the next challenge. This requires a thorough understanding of

the origin of these defects and their kinetics. For such a study, a temperature and atmosphere

controlled in situ stage was developed. The stage was utilized to study CIGS films during a

rapid thermal growth process. Comparing composition variations across different acquisition

times and growth temperatures required the implementation of machine learning techniques,
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including clustering and classification algorithms. From the analysis, copper was determined

to segregate the faster than indium and gallium, and clustering techniques showed consistent

elemental segregation into copper rich and copper poor regions. Ways to improve the current

framework and new applications are also discussed.
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Chapter 1

INTRODUCTION

1.1 The Case for Thin Film Photovoltaics

Energy is a vital resource for both developing and developed societies. Global power

demands are expected to increase from 17TW today to 20TW by 2050, and renewable energy

resources are necessary to keep up with increasing demand [1]. Of the energy resources

available solar energy is by far the most abundant with ∼ 165,000TW hitting the earth’s

surface constantly every day [2]. While not all of this energy is available to use (plants need

access to the suns power to convert CO2 to O2), or is easily accessible (oceans make up 72%

of the earths surface), the magnitude of the resource is remarkable. Roadmaps toward 100%

renewable power generation in the United States estimate that solar energy will make up∼ 45%

of power generation in 2050 through a combination of photovoltaics (PV) and concentrated

solar power, with a majority coming from utility scale and rooftop PV [3].

A common argument against the viability of renewable energy sources, and particularly

photovoltaics, is the cost. In 2011 the U.S. Department of Energy launched the SunShot

Initiative, with the goal of reducing the cost of utility scale photovoltaic (PV) systems to 1

$/W by 2020. Today this program is three years ahead of schedule with the price of fixed tilt

utility scale solar dropping to 0.99 $/kWh equivalent to 6 ¢/kWh levelized cost of electricity

assuming 20% module efficiency, 0.2% degradation over 30 years, and 1.1 $/W installation

costs [4–6]. These advancements also coincide with solar energy reaching grid parity in 20

states, meaning PV electricity costs equivalent to or less than current grid prices [7].

While these advancements are impressive and highlight the great potential for PV to be an
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abundant, cost effective, and clean source of electricity, there is still room for improvement.

Commercial PV module efficiencies are still less than half the theoretical limit for single

junction devices, and low-cost multi-junction devices have yet to be realized. In addition to

this, efficiency has been identified to have the largest impact on reducing system cost for silicon

based PV modules [8]. Aside from cell and module level efficiencies, the full lifecycle of the

PV system needs to be considered. This includes the energy required to mine, and process

raw materials, module installation costs, and costs associated with generation and dispatching

of electricity [9, 10]. It is from this perspective that technologies alternative to silicon, which

currently dominates the market, become more attractive.

Thin film technologies have an inherent lower manufacturing cost than wafer based

technologies, since they use in-line deposition systems. Thin film technologies are

polycrystalline, and growth of polycrystalline (PC) absorbers are generally faster, cheaper

and less energy intensive than single crystals, leading to, among other things, a reduced energy

payback time for the final module [11]. Even multicrystalline silicon cut from cast ingots,

benefits from less expensive process when compared to CZ crystal growth furnaces. As of

2015, PC absorbers accounted for 76% of the global module production. Of these PC modules,

an overwhelming majority (90%) are PC silicon modules, with the remaining 10% coming

from thin film technologies based on CdTe and Cu(In,Ga)Se2 (CIGS) absorber layers [12].

Thin film modules require much lower material usage (∼ 5 μm for active layers of CIGS

cells) compared to 150 μm for typical silicon cells. This low material usage also enables

deposition on flexible substrates like stainless steel foil, or polymers, increasing the number

of applications PV systems from outdoor gear (camping tents and backpacks) to wearable

PV (solar powered t-shirts and gloves) [13]. It also reduces the balance-of-system costs

for traditional applications, for utility or rooftop scale deployments. Another benefit of the

reduced weight, is the capability to deploy rooftop PV on low weight bearing structures, and
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the implementation into buildings (BIPV) [14]. Flexible CIGS modules would also be ideal for

rooftop installations in rural areas of developing countries, where low weight bearing structures

are more common and distributed energy generation is essential as well as more economical.

1.2 Motivation

Despite many of these apparent advantages of thin films over silicon cells, they also pose

unique challenges. Firstly, the semiconductors used for the absorber layers are inherently

more complicated, from binary systems like CdTe to quaternary systems in the case of CIGS.

This does not include other binary and ternary compounds used for device completion, from

buffer layers to transparent conducting oxides. Adding to the complexity is the large number

of defects present in these systems from point defects like vacancies and anti-sites to planar

defects like grain boundaries, surfaces and interfaces. These defects can cause the material

to be non-homogeneous on a length scale from nanometers (around grain boundaries) to

micrometers (between grains and layers) making it complicated to decipher how individual

defects contribute to device performance. Because of this, many advances in efficiency made

of these devices have been the result of guided empiricism. The lack of understanding at these

scales really limits our ability to further improve the performance of these devices and engineer

the absorber by promoting the beneficial defects and limiting the negative ones.

While it may be counter intuitive that ’defects’ can be beneficial, there are many examples

of this throughout the PV industry. On a very basic level dopants are defects, purposely

introduced to give semiconductors the desired conductivity. Hydrogen passivation of grain

boundaries in polycrystalline silicon is known to reduce their recombination activity [15].

CdCl2 treatments for CdTe solar cells has been shown to increase collection at grain boundaries,

by creating a local p-n homojunction [16]. Similarly, the diffusion of Na from the soda lime

3



glass substrate typically used in CIGS solar cells is critical to reducing defect density at grain

boundaries and increasing the carrier concentration [17, 18]. Understanding the origin of

defects and their impact on device performance allows for the engineering of the absorber

properties to increase the efficiency.

The motivation for the study of CIGS solar cells lies, in particular, behind the complexity

and tunability of the system. The composition window of the CIGS phase is wide and stable,

by changing the relative abundance of Group III elements (Ga/[Ga+In]) the bandgap can be

varied and changing the ratio between Group I and Group III elements (Cu/[Ga+In]) the carrier

concentration can be varied. This is achievable without producing secondary phases [19]. This

same flexibility with respect to composition is not available in the CdTe system. The CIGS

system can also readily alloy with other elements. For example, silver is sometimes used to

replace copper, and sulfur is used to replace selenium, to provide more control over the position

of the band edges. This provides a wide parameter space to investigate the relationship between

elemental variations and device performance. Additionally, this wide material space is also

available on the industrial scale, enabling advances on the laboratory scale to quickly upscale.

For example, depth dependent gallium grading, an advancement made on the laboratory scale,

is currently standard process for industrial CIGS module manufacturers to achieve a better back

surface field and carrier transport.

This compositional flexibility inherently results in inhomogeneities at the micro and

nanoscale. Inhomogeneities can have both positive and negative effects on device properties.

The goal of this work is to correlate these inhomogeneities with macro scale device properties

to understand which variations result in relative improvements and which are detrimental. I

also propose to understand the origin of these inhomogeneities and their formation kinetics

with the goal of providing a pathway towards defect engineering absorber layer properties, by

promoting beneficial defects and suppressing detrimental ones.
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Figure 1.1 Schematic showing multi-scale correlative microscopy, in combination with in
situ characterization of absorber layer growth. The results of these studies are quantitatively
analyzed, via image processing and machine learning techniques to generate new design
guidelines for improving device performance.

1.3 Approach

To tackle this challenge I developed and implemented a characterization framework

depicted in Fig. 1.1 to study the effect of inhomogeneities on electrical properties of CIGS

devices, and their origins via in-situ studies. Full device characterization is done at the macro

scale including light and dark I-V characterization. Photoluminescence and Raman microscopy

are conducted at the micro scale, with the addition of LBIC/LBIV done simultaneously. X-ray

characterization is utilized at the nanoscale correlating composition from X-ray fluorescence

and electrical properties from X-ray beam induced current and voltage. Combining the

learnings obtained from state-of-the-art devices, and learnings from in situ growth studies to

understand how these material properties arise, new design guidelines are proposed to improve

device efficiency. Each characterization technique generates large amounts of data, requiring

the use of image processing and machine learning techniques to ensure that all the trends in the

data are captured.
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While this work does not focus on device fabrication, we strive to develop deeper

understanding of how CIGS behaves under operation and the origin of the behavior, using

a data driven approach, to provide pathways for those who do fabricate devices to push the

efficiency higher.

In the following sections we will provide background on the current state of CIGS based

solar cells, what is known and still under debate. Synchrotron based X-ray microscopy

techniques used to study the material will be introduced, as well the methodology developed

to accurately handle the resulting data. Chapter 4, these techniques are applied to improve

the understanding of composition variations and their impact on charge collection at grain-

to-grain (micoscale) and at grain boundaries (nanoscale). Chapter 5 presents the effect of

Na concentration on CIGS devices and inhomogeneities in the absorber layer. Chapter 6,

presents the design of an in situ stage to study the growth of CIGS absorber layers via X-ray

fluorescence, as well as the study of copper segregation during CIGS growth.
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Chapter 2

BACKGROUND

The performance of a solar cell determined by its efficiency (the maximum electrical power

output obtained for a given incident power coming from the sun [20]. This is shown in Eq. 2.1,

Efficiency =
Voc · Jsc · FF

Pin
(2.1)

Figure 2.1 Representative I-V Curve of a solar cell

where Voc is the open circuit voltage measured in volts, Jsc is the short circuit current

measured in mA/cm2. FF is the fill factor of the device, as a percentage, and Pin is the

incident power in mW/cm2. Figure 2.1 shows a representative I-V curve of a solar cell. Voc

is the maximum voltage that can be produced in the cell. It can be seen as the x-intercept of

Fig. 2.1. The open-circuit voltage is dependent the bandgap of the absorber layer and carrier

recombination. Jsc is the maximum current that can be produced by the cell. This is identified
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by the y-intercept of Fig. 2.1. The short circuit current is most sensitive to the intensity of the

incident light, number of carriers absorbed, and to a smaller extent recombination. FF is a term

that accounts for losses within solar cell. It is the ratio of the maximum power theoretically

achievable (Voc x Jsc) and the power achievable at the maximum power point along the I-V

curve, or ratio of the larger and the smaller hatched boxes in Fig. 2.1.

2.1 CuIn1−xGaxSe2 Thin Film Solar Cells

Copper Indium Gallium Diselenide, CuIn1−xGaxSe2, absorber layers are uniquely suited

for low cost and high efficiency solar cells as described previously. The highest certified

record efficiency achieved for small area laboratory scale devices is currently 22.6% [21]

with approximately 30% gallium concentration relative to indium. The following sections

describe the device fabrication, tolerance to some defects, and current challenges associated

with increasing efficiency. Historical advances in CIGS record device performance are shown

in Fig. 2.2. Between 1990 and 2000 major advances were made via the implementation of the

3-stage growth process developed at the National Renewable Energy Laboratory (NREL) and

depth dependent bandgap grading [22, 23]. Up until 2013, advances were made by improving

the buffer layer deposition and improving current collection [24]. More recently, advances

have been made through the use of NaF and KF post deposition treatments [21, 25], with

heavier alkali elements (RbF and CsF) currently being investigated. Moving forward defect

engineering is going to become more important, as once minor efficiency losses become more

detrimental.
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Figure 2.2 Improvement of CIGS device performance over time, highlighted by technological
advance.

2.1.1 Device Fabrication

A state of the art CIGS device structure is shown in Fig. 2.3. The substrate is typically

soda lime glass (SLG), with a sputtered molybdenum back contact ∼ 700 nm thick. Soda

lime glass is commonly used because of the beneficial effects of Na that diffuses into the CIGS

layer during growth. Flexible alternatives to SLG are also a topic of study including polyimide,

and stainless steel. These substrates however tend to result in poorer performing devices [26].

Polyimide substrates for example limit the maximum growth temperature of CIGS [27], and

stainless steel substrates can introduce metal contamination needs to be mitigated through the

use of barrier layers [28]. Additionally, the lack of alkali metals in common flexible alternatives
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to SLG are sodium free, require new methods to introduce sodium during and post growth

[27, 29, 30].

SLG

Mo   (700 nm)

CIGS (2 µm)

CdS (50 nm)
          i-ZnO (50 nm) 

      ZnO:Al (150 nm) 

Figure 2.3 Typical CIGS device structure

Molybdenum is the most common back contact because the formation of MoSe2 during

growth promotes CIGS/Mo adhesion and creates an ohmic contact [31]. Alternative back

contacts have been investigated including: W, Cr, Ta, Nb, V, Ti, Mn. The only viable

alternatives that produced comparable efficiencies were W and Ta. Cr, Ti, V, Mn have shown

to be unstable during CIGS deposition, and Nb results in poorer device performance [32].

Indium tin oxide has also been proposed as a transparent back contact for CIGS to enable

bifacial devices [33].

A p-type CIGS absorber layer is approximately 2 μm thick and typically grown by a co-

evaporation or selenization process. Co-evaporated CIGS has produced the record lab scale

devices, first reported by NREL [22]. In this process elemental Cu, In, and Ga are evaporated

under vacuum with excess selenium beneath a heated substrate. The growth temperature

is typically between 500 ◦C and 600 ◦C. The process can be done in one-stage, where the

three cations are evaporated simultaneously, or in a three-stage process that has been shown

to produce larger grains by starting and ending the deposition with a copper deficient CIGS
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phase and a copper rich phase in between [34]. An advantage of the three-stage process is

the improved control over composition gradients and stoichiometry. Selenization is a two-

stage process where metal precursors (either elemental Cu, In and Ga, or selenium containing

compounds) are deposited via sputtering or electroplating on a substrate and the growth process

takes place in a second chamber in the presence of H2Se or elemental selenium to complete the

CIGS growth. This process was developed by ARCO Solar Inc. [35] as an industrial alternative

to co-evaporation, in its ability to handle larger substrates and result in less material loss during

growth [36]. To date, the highest efficiency (19.2%) large area (0.8m2) modules have been

produced by Solar Frontier via coevaporation [37].

Alternative low-cost high throughput non-vacuum growth process have also been

proposed. Such methods are of interest given the high capital expenditure associated with

high vacuum equipment and reviewed in [38]. Methods include, rapid thermal processing of

precursors layers [39, 40], electroplating [41], inkjet printing [42], and spray pyrolysis [43].

Cadmium Sulfide, ∼ 50 nm, is the n-type buffer layer commonly deposited by chemical

bath deposition. The use of cadmium however has ignited many environmental and health

concerns due to its toxicity, and prompted the study of alternate buffer layers [44]. Alternatives

including, InS [45], ZnS [46], and Zn(Mg,O) [47] have achieved efficiencies >16%, with

Zn(O,S) emerging as the most promising replacement. Alternative buffer layers have been

deposited by both chemical bath deposition and atomic layer deposition. To date Zn(O,S)

buffer layers are used in Solar Frontier’s record CIGS module [37] and achieved efficiencies

comparable to record CdS devices on the laboratory scale [48]. i-ZnO and aluminum doped

zinc oxide (ZnO:Al) are sputter coated as the transparent conductive front contact. i-ZnO is

often used as a resistive layer to reduce the impact of poor performing regions of the device,

and limit shunt paths. Alternatively to ZnO:Al, indium doped tin oxide (ITO) can be used.

ZnO:Al is the preferred transparent contact for the studies presented in the following chapters
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to prevent convolution of the indium fluorescence from ITO and the fluorescence from the

absorber layer [49]. The final device has a metalization grid made of Ni/Al fingers and MgF2

as an anti-reflective coating.

2.1.2 Defect Tolerance

One of the most interesting properties of the CIGS system is the ability it has to handle large

composition variations. By substituting gallium for indium, the bandgap can be tuned from

1.04 to 1.67 eV for CuInSe2 (CIS) to CuGaSe2 (CGS) respectively. The change in bandgap

is largely dominated by an increase in the conduction band minimum with increasing gallium

incorporation [50]. Record devices take advantage of this property and utilize a double bandgap

grading that decreases from the CdS/CIGS interface to a minimum, and then increases towards

the CIGS/Mo interface. This provides a beneficial effect of decreasing recombination in the

space charge region at the CdS/CIGS interface, and imparts a back surface field to reduce

recombination at the back contact [23]. The copper stoichiometry is normally referred to as

by [Cu]/[Ga+In] or CGI. Recent high efficiency devices (>20%) have been prepared with CGI

ranging from 0.8 – 0.9 [51].

Figure 2.4 shows the unit cell of the CIGS chalcopyrite (α phase). The unit cell is tetragonal,

with a c/a ratio of ∼ 2. For CuInSe2, a = 0.579 nm and c = 1.162 nm [19]. The single phase

region of α-CIGS exists over a narrow composition range, and typical copper poor CIGS films

are a mixture of α-CIGS and β-CIGS. The β phase has the same structure as the α phase but a

different stoicheometry (CuIn3Se5), leading to one copper atom missing from a copper site in

the α-CIGS unit cell.

To describe defects in a consistent way, like one missing copper atom, Kröger-Vink defect

notation is used [52]. The notation is from the point of view of the defect and not the matrix.

12



Cu

In,Ga

Se

c

a

Figure 2.4 Unit cell of the CIGS chalcopyrite structure. Red = Copper, Blue = In,Ga, Yellow=
Selenium.

It is as follows: ZC
S , where Z is the species of interest, such as an atom (Cu, In, Ga, etc.), or

a vacancy (V). S corresponds to the lattice site that the species occupies. C is the electronic

charge of the species relative to the site it occupies, with • representing a single positive charge

(donor), ′ representing a single negative charge (acceptor), and x representing neutral charge.

The calculation of the relative charge is shown in Eq. 2.2, and Table 2.1 shows examples of

various defect notations for the CIGS system, their description in words, and the calculation of

the charge state.

Charge State = Species Charge − Site Charge (2.2)

Table 2.1 Examples of Kröger-Vink defect notation.

Notation Description Charge Calculation
Sex

Se Selenium atom, occupying a selenium site with a neutral charge (-2) - (-2) = 0
V′

Cu Vacancy (no atom) on a copper site with a charge of -1 0 - (+1) = -1
In••

Cu Indium atom, occupying a copper site with a charge of +2 (+3) - (+1) = +2
Se′′i Selenium atom, occupying an interstitial site with a charge of -2 (-2) - 0 = -2

It is widely accepted that the electrical performance of CIGS devices is enhanced by the
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presence of structural defects like grain boundaries given that high efficiency polycrystalline

devices (>18%), with small grain sizes between 1-2 μm, significantly outperform their mono-

crystalline counterparts (12.5 %) [53]. While the origin is not entirely agreed upon, we show in

the following discussion, that many studies have looked into the impact of extrinsic chemical

passivation of boundaries, as well as intrinsic compositionally induced field effect passivation.

Extrinsic passivation of grain boundaries has been argued to occur with the addition of O2

by air annealing and sodium ions entering the film from the soda lime glass substrate during

growth. Post deposition anneal of the CIGS film in air at 200 ◦C for 30 min has been shown to

boost device performance by annihilating the double donor defect V••
Se and creating Ox

Se [54]

and Na is argued to catalyze this effect [17].

The conductivity of CIGS is largely driven by native defects associated with composition

deviations from stoichiometry and growth methods. By growing the sample cation rich the

conductivity is n-type and by growing cation poor the conductivity is intrinsically p-type [55].

Copper vacancies (V′
Cu) are beneficial to device performance because they act as shallow

acceptor states with a low formation energy, which have been linked to p-type doping and

charge carrier concentration [56]. Local density-functional approximation has been used to

find that the beneficial V′
Cu also readily forms a defect pair with a potentially detrimental deep

donor state In••
Cu. The defect pair (2V′

Cu + In••
Cu) even though it has a very low formation energy

it is electrically inactive [57]. State of the art devices are grown copper poor to promote these

native copper vacancies, increasing the p-type conductivity.

Reports based on first principle calculations have suggested that cation terminated

grain boundaries in the form of V′
Cu or In••

Cu induce a valance band offset generating the

aforementioned field effect passivation. Persson and Zunger presented in [58] the energetically

favorable formation of Cu-poor grain boundaries for (112) polar surfaces in CIS. Note that a

majority of grains in CIGS are (112) oriented. They propose that the Cu depleted surface
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decreases the valance band maximum (VBM) caused by the repulsion of the Cu-d and Se-p

orbitals. Cu-p orbitals push the VBM upward, thus a Cu-depleted boundary will have a lower

VBM, creating a barrier for holes. When this work was expanded [59] to compare CIS and

CGS grain boundaries, it was observed that the valance band offset is more pronounced in CIS

than in CGS. Cu-depleted boundaries in CGS films also result in an increase in the conduction

band minimum (CBM) creating a barrier for electrons and holes. Yan et al. [60] reached a

similar conclusion in their density functional theory calculations and proposed that sodium

plays a role as well. They calculated a large segregation potential for sodium between 2.2 and

2.4 eV relative to the grain interiors, and argued that it occupies an interstitial site between two

selenium dangling bonds.

A wide variety of experimental techniques have been used to investigate and corroborate

the results from first principle calculations, and the results have been varied. Atom probe

tomography has been combined with electron backscatter diffraction (EBSD) to investigate

composition variations in CIGS at grain boundaries [61]. The boundary investigated showed

an increase in the copper concentration and decrease in indium concentration, which is contrary

to the results of Persson and Zunger. However, the boundary did exhibit a high concentration

of O, Na, and K atoms, supporting arguments towards extrinsic grain boundary passivation.

Energy dispersive X-ray spectroscopy (EDS) has been utilized in a transmission electron

microscope also to investigate the composition variation around grain boundaries. Several

boundaries were investigated and no composition variations were detected between grains or at

the grain boundaries above the detection limit [62]. Cathodoluminescence spectroscopy (CLS)

and micro-auger electron spectroscopy (AES) were combined to investigate the correlation

between composition and band gap fluctuations at some grain boundaries in CIGS prepared

by cleaving under high vacuum [63]. Boundaries showed a decrease in copper concentration

relative to the grain cores, which could correlate to increase in the number of V′
Cu. This
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result agrees well with the findings by Persson and Zunger. Electron beam induced current

(EBIC) and EBSD were combined to determine the role that structure plays on the electronic

behavior of grain boundaries. Looking at a CIGS films in cross section it was determined

that twin boundaries do not contribute to increased collection and grain orientation was not

correlated to increased collection at boundaries [64]. CLS has also been used to investigate

bandgap fluctuations and trap states with high spatial resolution. A red shift is observed at

grain boundaries which are argued to act as hole barriers leading to reduced recombination [65].

Contrary to first principle calculations, these results find a smaller bandgap at the boundary,

rather than an increase.

I have chosen to highlight several of the scanning electron beam based measurements,

because of their ability to correlate composition, structure and electrical properties; however,

scanning probe microscopy (SPM) has been widely used as well. SPM is used to determine

surface potential variation, capacitance, and current collection variations between grains and

grain boundaries in CIGS [66–69].

2.1.3 Challenges to increasing efficiency

While these composition variations and the corresponding bandgap variations can have

some beneficial effects in CIGS cells it is also estimated to be a limiting factor in the efficiency.

It was proposed by Siebentritt, that the dark saturation current density (j0) is the limiting

factor in record efficiency CIGS devices which is dominated largely by recombination due

to electrostatic potential fluctuations (non-uniform energy bands both in energy and lateral

position) originating from charged defects, like dislocations and grain boundaries [70]. While

current losses are a factor, relating to 3% absolute efficiency decrease, almost 7% absolute

efficiency could be gained through a voltage increase by minimizing or eliminating these
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fluctuations, bringing j0 closer to its theoretical minimum. The relationship between Voc and

j0 are described in equations 2.3 and 2.4, where n is the diode ideality factor, kT is the thermal

energy, q is the elemental charge of an electron, jph is photogenerated current, j00 is a current

prefactor term,Ēg is the average bandgap, and σ =
√
σeg + σel accounting for the contribution

from both bandgap and electrostatic potential fluctuations [70–72].

Voc =
nkT

q
ln(

jph

j0
) (2.3)

j0 = j00 exp

[
−Ēg

kT
+

σ2

2(kT )2

]
(2.4)

Figure 2.5 presents CIGS device efficiencies as a function of bandgap for single junction

devices compared to the Shockley-Queisser limit [73]. The highest efficiency devices have

a bandgap of ∼ 1.2 eV corresponding to 30% gallium content, which lines up well with one

theoretical maximum for the AM1.5G spectrum. However, as more gallium is incorporated

into the sample, increasing the bandgap, the average device efficiency decreases, despite the

second theoretical maximum that can be seen at 1.4 eV. The cause of this is largely due to a

non-linearity between bandgap and Voc. It is argued that this is due to a change in the band

alignment between the CIGS and CdS layers from a ‘spike’ to a ‘cliff’ configuration [74]. What

is not understood sufficiently however, the absorber itself changes with higher concentrations

of gallium and how it affects composition variations at grain boundaries.

There is a lack of consensus within the CIGS community surrounding the cause of the

unique grain boundary behavior. This can be partly due to a lack of statistically meaningful

data. These data can be obtained with high resolution imaging of composition and local

collection efficiency. Very high spatial resolution and sensitivity is needed when grain sizes

are 2 μm and smaller. Unfortunately, many of the techniques currently used involve extensive
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Figure 2.5 CIGS device efficiency as a function of absorber band gap. A curved dashed black
line is used to highlight the trend in the scatter plot data. Data taken from NREL [75],
ZSW [51], HZB [76], IEC [77], IEC (ACIGS) [78], AM 1.5G Max Efficiency [73]

sample preparation, which makes collecting statistically meaningful data challenging. The

following sections outline our approach to this problem and the show potential of synchrotron

light sources to characterize thin film solar cells.
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2.2 Synchrotron Radiation

Synchrotron based characterization is a promising tool to investigate grain boundaries

in thin film solar cells, because of the high spatial resolution, high sensitivity due to the

large incident photon flux, and capability to combining multiple techniques to simultaneously

measure structural, chemical, electrical, and compositional properties. Synchrotron light

sources generate X-rays from particle accelerators called storage rings, mostly using electrons.

Photons are tangentially diverted by electrons from the storage ring through an undulator. An

undulator consists of a series of stationary magnets with alternating magnetic field to cause

the electron beam to oscillate. This change in angular momentum causes high energy photons

(X-rays) to be emitted. The X-rays are then focused using optics such as diffraction-based

zone-plates or grazing incidence mirrors. Synchrotron light sources are compared in terms of

brilliance, which has the units shown in Eq. 2.5. Brilliance that takes into account the photon

flux per unit time, the spot size, the beam coherence, and the “monochromaticity” which is

measured as the percentage of photons falling within 0.1% bandwidth (beam energy). For

X-ray fluorescence, the most important terms are the flux and the spot size.

brilliance =
photons

sec · mrad2 · mm2 · 0.1%BW
(2.5)

Third generation synchrotron light sources reviewed here [80], are the most brilliant in the

world. Figure 2.6 shows a comparison between the brilliance of US light sources, (Advanced

Photon Source (APS) at Argonne National Laboratory, and Advanced Light Source (ALS)

at Lawrence Berkeley National Laboratory), with typical Cu Kα sources present in most

laboratory X-ray diffractometers (copper Kα / molybdenum Kα). As it can be seen, for

energies higher than 10 keV, the APS offers 10 orders of magnitude higher brilliance than

laboratory sources.
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Figure 2.6 Brilliance tuning curves as a function of energy for several synchrotron light
sources compared with laboratory X-ray sources such as Carbon K, Copper K, and
Molybdenum K radiation. Data from [79]

.

We have utilized the high brilliance of this light source to combine X-ray fluorescence

(XRF) and X-ray beam induced current (XBIC) for in situ and operando studies of full CIGS

solar cells. Prior to 2013, XRF and XBIC were mainly applied to silicon solar cells to

investigate dislocations and metal impurities [81–85]. More recently, studies discussed here

and published by others have looked at CIGS [86–91], CdTe [92], organic photovoltaics [93],

perovskites [94], and GaAs [95] devices. The advent of hard X-ray nanoprobes, like those at

APS [96], NSLS-II [97], and ESRF [98], have enabled these studies by achieving spot sizes

below 50 nm.

Figure 2.7 shows the setup of APS 2-ID-D. The x-y stage and nano-positioner where

the sample is mounted not only facilitates the spot-to-spot correlation between composition
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Figure 2.7 Setup of APS beamline 2-ID-D, with the 1.incident X-ray beam, 2. Zone plates
(focusing optics) 3. Atmosphere controlled box. 4. Sample, 5. Fluorescence Detector. 6.
Down Stream Ion Chamber. 7, X-Y stage.

(XRF) and electrical properties (XBIC), it also provides the advantage of collecting statistically

meaningful data. These techniques are non-destructive and are capable of large scan areas

(100 μm2) within a few hours with a spatial resolution on the order of 50 nm to 100 nm. The

high resolution and the short measurement time allows for statistically significant point-by-

point correlations, which are huge advantages over many of the techniques currently in use and

described in the previous section. A statistical representation will highlight the most prominent

effects of grain boundaries in CIGS overall performance and allow for the proper evaluation

of defect engineering techniques to enhance devices output. This study is shown in Section 4.

2.2.1 X-ray Fluorescence

XRF is a characterization technique used to determine elemental composition of a material

or material system. Incident X-ray photons with energy high enough to overcome the binding
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Figure 2.8 Schematic of the XRF process. High energy incident photons excite an electron in
a core shell which is then filled by an electron in a higher energy state releasing a secondary
photon.

energy of core atomic levels, excite electrons in those levels leaving an unfilled state. Electrons

from higher energy levels can fill the newly unoccupied state by releasing energy in the form

of a photon. These photons can be collected with an energy dispersive detector; the photon

energy is specific to the type of transition and element. This process is shown in Figure 2.8

with Kα and Lα transitions.

The transitions are labeled based on the shell which has available states after X-ray

excitation. An electron transitioning from a higher energy level to an empty state in the first

energy level corresponds to a K transition, one transitioning to the second energy level is L,

etc. Greek letters are used to identify the particular transition that generates the fluorescence

by filling the now empty core energy levels. An electron that drops from one state above is α,

two states above is β, etc. For example, an electron in the first energy level enters an excited

state due to an incident photon of high enough energy to overcome the binding energy, and

leaves one state in the first level open. This state is filled by an electron in the second energy

level by emitting a photon. This is identified as a Kα transition. An electron transitioning to

the first energy level from the third by emitting a photon, is refered to as a Kβ transition. The

ratio of the intensity between two transitions is defined as their branching ratio.
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Figure 2.9 Absorption length of X-ray photons at varying energies in an infinitely thick CIGS
layer. Contributions from Compton, Rayleigh, and Photoabsorption are shown.

The energy of each transition is intrinsic to the element, thus XRF can be used as a good

technique to fingerprint the elemental constituents of a compound. The intensity of fluorescent

photons for each transition depends predominately on the concentration of the element in the

sample and the incident beam energy. An incident beam energy close to the binding energy

of the K or L shell of an element will have a higher excitation probability due to the higher

capture cross section, which is related to the absorption coefficient. This can be seen in Fig.

2.9 where the absorption length of photons, with energies just above an absorption edge in the

material is lower than photons with energies below the same edge.

Figure 2.9 shows the absorption length of varying X-ray photon energies, in an infinitely

thick CIGS film with 30% gallium incorporation. The total absorption length is the sum of the

primary interaction mechanisms of X-rays with matter, Compton scattering (green), Rayleigh

scattering (blue), and photoabsorption (red). It can be seen that photoabsorption is the dominant
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mechanism defining the absorption length. The vertical lines mark the K, L and M absorption

edges Cu, In, Ga, and Se.

2.2.2 X-ray beam induced current vs. electron beam induced current

In XBIC, incident X-rays create photoexcited electrons similar to the process described

for XRF. However instead of using a photodetector to collect fluorescent photons, electrical

contact is made to measure the current generated from the secondary photogenerated electrons.

XBIC is similar to other beam induced current methods like EBIC or laser beam induced

current (LBIC), wherein an incident particle beam with energy higher than the bandgap of

the semiconductor is used to generate electron hole pairs (ehp) within the material. The ehp

can be separated and collected in the presence of an internal electric field (p-n junction) or

by applying an external bias. By scanning the beam across the sample surface, a 2D map

is generated, storing a current value at each pixel, which can be used to determine areas of

high/low recombination in the device.

There are some key differences between XBIC and other beam induced current methods.

While LBIC and XBIC both use incident photons, the incident photon energy in LBIC is just

above the bandgap energy, therefore, each incident photon can be considered to generate one

ehp. In contrast, XBIC uses incident photons with energies that are several orders of magnitude

above the bandgap, resulting in the generation of many ehp per incident photon. This can make

the quantification of the XBIC signal significantly more challenging.

EBIC utilizes an electron beam as the excitation source, which is similar in energy range

to XBIC, however primary electrons undergo many more scattering processes compared to

incident photons, limiting the penetration depth for equivalent excitation energies. Figure

2.10(a) compares the penetration depth of incident photons (γ) and electrons (e−) for a given
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(a) (b)

Figure 2.10 Interaction radius vs probe depth for X-ray beam vs electron beam in CIGS

particle energy. The data in this plot is the result of Monte Carlo simulations conducted in

PyPenelope [99], based on 108 incident particles. The 1-σ dose depth refers to the maximum

depth achieved by 68% of the deposited energy dose. It can be seen that at 10 keV the

penetration depth of photons is approximately 2 orders of magnitude greater than for incident

electrons. This indicates that XBIC measurements are more sensitive to bulk properties where

as EBIC is more sensitive to the emitter (for similar incident energies).

While the probe depth of photons is greater than those of incident electrons, it is interesting

to note that the radius of the excitation is comparable between photons and electrons. This

is shown in Fig. 2.10(b). Once a photon is absorbed and a photo-electron is generated,

it undergoes the same scattering processes as the electrons from EBIC. It should be noted

however, that in order to achieve the same penetration depth as X-rays, the incident electron

beam requires much greater energy, which would also result in a larger probe radius.

While EBIC measurements are capable of achieving smaller spot sizes (∼ 1 nm) compared

to XBIC (> 10 nm) and LBIC (> 1 μm), the resolution of these electrical measurements is a
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combination of the spot size, excitation volume and the diffusion length of the excited carriers.

For a material system with a diffusion length on the order of a few μm, a spot size of ∼ 1 nm

does not provide much benefit, because the carriers that thermalize at the band edges will be

able to interact with defects several μm away from the spot. This is in addition to the scattering

processes that take place, which also expand the excitation volume. This is extremely important

to consider when conducting any beam induced current characterization.

2.2.3 Measuring X-ray Beam Induced Current

It is also important to note the difference between XBIC and total electron yield (TEY)

measurements, also conducted at synchrotron light sources. While both measure a current

induced by X-rays, TEY measures the replacement current associated with electrons leaving

the sample surface, in order to maintain charge neutrality. In this case the current is measured

between the sample surface and the chamber wall causing the measurement to be highly surface

sensitive. XBIC measures the current induced by the excess carriers by making contact to the

p and n terminal of the device. Because electrons can still be ejected from the sample surface,

the method of sample grounding is important to consider for accurate XBIC measurements.

Figure 2.11 shows different grounding schemes for XBIC measurements. For all the

samples described in this dissertation, a majority of the electrons leaving the sample exit from

the side exposed to the incident beam. Because of this effect, this is the side that should be

grounded and is shown in Fig. 2.11(a,c). It can be seen in Fig. 2.11(b,d) that if the back

of the device is grounded, the XBIC signal is reduced by the current of the electrons exiting

the surface. The situation becomes less clear if measuring the sample in cross section (Fig.

2.11(e)), and has not been studied experimentally, but it is probably wise to ground the terminal

matching the majority carrier in the absorber layer.
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Figure 2.11 Different grounding schemes for X-ray beam induced current (XBIC)
measurements showing the benefit of grounding the front of the sample compared to the
back, independent of carrier type.
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Figure 2.12 Electrical setup for X-ray beam induced current (XBIC) for different
amplification configurations discussed in the text and The abbreviation “CW” stands for
Chamber Wall.

In addition to the grounding scheme utilized, the method for signal amplification must also

be addressed. Four different amplification configurations are shown in Fig. 2.12. Typical

XBIC measurements utilize the configuration presented in Fig. 2.12(b), and at APS 2-ID-

D and APS 26-ID-C the current amplifier used is a Stanford Research Preamplifier SR 570.

Across both APS beamlines the voltage-frequency converters are used for data acquisition, with

conversion of 105 cts/V. The use of a current amplifier improves the signal to noise compared

to the setup shown in Fig. 2.12(a), and applies a conversion of A/V described further in Sec.

2.2.4.
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If XBIC is being measured with voltage or light bias, to be representative of device

operating conditions, a lock-in amplifier is necessary to measure the induced current from the

X-ray beam above the current from the light/electrical bias. Lock-in amplifiers chop the input

signal at a given frequency and measures the difference between the off and on signals. The

relative benefits of each amplification configurations in terms of the signal to noise ratio, and

ability to measure devices under bias are shown in Table 2.2.

The lock-in amplifier used for these tests is the MFLI from Zurich Instruments. The X-ray

beam was chopped at a frequency of 318Hz using a MC1F10 filter wheel from Thorlabs with

an ON/OFF transmittance ratio of > 1012 for a photon energy of 10.5 keV. When selecting

the frequency of the chopper it was important to ensure that it is not within the range of other

frequencies in the environment (ie: grid frequency = 60Hz, synchrotron frequency = 100 kHz).

The chopper was place upstream of the zone plates, labeled as 2 in Fig. 2.7.

Table 2.2 Comparison of signal amplification configurations shown in Fig. 2.12 for XBIC
measurements, with respect to their signal-to-noise and bias support.

Setup Lock-in/DC Signal-to-noise Bias Support
Fig. 2.12(a) DC −− −−
Fig. 2.12(b) DC − −−
Fig. 2.12(c) Lock-in + ++
Fig. 2.12(d) Lock-in ++ ++

2.2.4 Quantifying X-ray Beam Induced Current

Raw XBIC data stored in the MAPS software package developed at APS is saved as counts.

The first step to quantifying the XBIC data is converting the raw counts to a current, by dividing

by the voltage to frequency converter scalar (at APS 105 cts/V) and multiplying by the amplifier

sensitivity (A/V). While the current of the solar cell is of interest, a more meaningful parameter
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used widely throughout the photovoltaics community is the collection efficiency (CE), that is

defined as the ratio of collected charge carriers N coll
e−/h+ to the generated charge carriers N gen

e−/h+ :

CE :=
N coll

e−/h+

N gen
e−/h+

(2.6)

Collection efficiency for solar cells exposed to visible light (VIS) is measured based on the

external quantum efficiency (EQE) and internal quantum efficiency (IQE), shown in Eq. 2.7.

EQE :=
N coll

e−/h+

N in
ph

and IQE :=
N coll

e−/h+

N abs
ph

(2.7)

The main difference between these parameters is the reference number of photons. For

EQE, the number of collected carriers (N coll
e−/h+) is divided by the total number of photons

incident on the sample (N in
ph), where as IQE is referenced to the number of photons absorbed

(N abs
ph ). For incident photons in the visible range (like those in LBIC) the number of photons

generated is approximately equal to the number of photons absorbed (ie: one photon generates

one electron hole pair), show in Eq. 2.8

N gen
e−/h+

VIS
≈ N abs

ph (2.8)

This approximation does not hold for incident X-ray photons because the high energy

photons result in an electron shower, such that one absorbed X-ray photon can generate several

thousand electron hole pairs. Estimating the number of electrons generated, however, is

not trivial, and depends on multiple variables including: bandgap, incident photon flux, the

probability of secondary scattering/excitation events, and the number of photons absorbed

within the absorber layer. These factors are accounted for in the term C in equation 2.9.

XCE :=
N coll

e−/h+

N gen
e−/h+

X-ray
=

N coll
e−/h+

C ·Ninph
(2.9)
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The correction factor can be approximated by C ≈ A · B, where A is the fraction of

absorbed photons and B is the number of generated electron-hole pairs per absorbed X-ray

photon. For a qualitative analysis the XBIC signal can be normalized to the incident photon

flux, maybe viewed as XCE as long as C remains constant. This is the case for solar cell

devices with low variations in thickness, like silicon solar cells (ignoring the metallization).

This however is not true for thin film solar cells like CIGS where C is strongly dependent on

the layer thickness.

Figure 2.13 Ionization energy Eion compared to the band gap Eg for a variety of
semiconductors. The values are from Ref. [100] (Ge, Si, GaAs, CdTe, GaP, CdS, PbO, SiC),
Ref. [101] (Cu2O, In2O3, ZnO), Ref. [102] (PbI2, GaSe, ZnTe, CdSe), Ref. [103] (MAPI),
Ref. [104] (ionization energy of h-GaN), Ref. [105] (ionization energy of InP), Ref. [106]
(ionization energy of GaAsP), Ref. [107] (band gap of InP, GaN), and Ref. [108] (band gap of
GaAsP). The dashed blue line follows Eion = 14

5
∗ Eg + 0.5eV as suggested in Ref. [109].

The solid red line follows Eion = 3 ∗ Eg. The dashed/dotted black line is a linear fit,
following Eion = 1.875 ∗ Eg + 1.956eV .

A can be determined by measuring the incident photon flux, with either a calibrated p-i-
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n diode or an ion chamber, and using Beer-Lambert’s law to calculate the number of photons

absorbed in the absorber layer. For multi-layered structures (described in more detail in Chapter

3) the photons absorbed in layers upstream from the absorber layer need to be taken into account

as well. B can be estimated based on the ionization energy of the material. The ionization

energy is the minimum energy required to eject an electron from the material. By dividing

the incident photon energy by the ionization energy of the material, the maximum number of

electron-hole pairs per incident photon is estimated. The ionization energy of a material is

dependent upon its bandgap, which is shown in Fig. 2.13. For material systems like CIGS

with a non-uniform bandgap in x-y, B should be calculated on a pixel by pixel basis.

2.2.5 X-ray Beam Induced Voltage

For a complete representation of the solar cell behavior and a fundamental understanding

of the electrostatic potential fluctuations [70,72], we need to be able to measure the voltage of

a device under operation. This prompted the development and implementation of X-ray beam

induced voltage (XBIV) [110]. Figure 2.14 shows a hexbin plot of XBIV vs XBIC, collected

on the same spot of a CIGS solar cell measured under bias. The electrical measurements are

in uncorrected units of μV and nA. The linear trend between current and voltage is indicated

by the dashed white line. This highlights the sensitivity of each technique to recombination,

where regions resulting in poor voltage also have poor current collection. Another interesting

feature is the bright feature in the top right corner of the map. This shows that most of the

pixels in the map are high performing (note the log color scale) in both current and voltage.

The magnitude of the current and voltage is likely limited by the poorer performing regions

marked by the green triangle.

The green lines are representative of a qualitative dependence of both current and voltage,
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Figure 2.14 Hexbin plot of the pixel-by-pixel correlation of the XBIV measurement with the
XBIC measurement at 300mV forward bias. The green lines indicate the qualitative
dependence of XBIC and XBIV on recombination, absorber bandgap, and absorber thickness.

on absorber layer thickness, bandgap of the absorber layer, and carrier recombination. As

mentioned previously the XBIC signal is highly dependent on the number of photons absorbed,

with a large part attributed to variations in absorber layer thickness (more material = more

current). XBIV is much less dependent on these small thickness variations. Both XBIV

and XBIC are dependent on variations in absorber bandgap. XBIC is dependent through the

ionization energy of the material, where an increase in bandgap causes a decrease in number of

electron hole pairs generate. XBIV on the other hand is positively correlated with the bandgap

where an increase in bandgap leads to an increased Voc, shown in Equations 2.3 and 2.4. Lastly,

XBIV is more sensitive to carrier recombination than XBIC due to the logarithmic dependence

on the recombination current.

There are inherent benefits associated with measuring voltage compared to current. As

described previously, and shown in Figure 2.14, XBIV is much less sensitive to thickness

variations. Quantifying XBIC measurements, requires corrections for the number of photons

absorbed based on the composition and film thickness. This is described in detail in Chapter

3. These corrections require assumptions about overall film uniformity, thickness, and
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surface roughness. These assumption introduce additional uncertainty into the measurement.

Measuring XBIV does not require the same assumptions be made, allowing one to interpret

the raw voltage data.

However, measuring XBIV under bias and with lock-in amplification, poses a unique

challenge. Figure 2.15(a) shows qualitatively the linear dependence of current on photon

intensity for a high performing cell (red), vs a poor performing cell (black). Under low

illumination (or no light bias) the difference between beam ’ON’ and beam ’OFF’ is shown in

the bottom left corner by the shaded boxes by ∆Xdark. It can be seen that for the same change

in injection level the increased current ∆I of the high performing cell is greater than the poor

performing cell (∆Igood > ∆Ipoor). The same is observed with increased photon intensity (with

light bias), for a fixed ∆X the increase in current of the high performing cell is greater than

the poor performing cell. This is to be expected, and is due to the linear relationship between

current and photon intensity.

The same conclusions can not be made when measuring the cell voltage under light bias,

due to the logarithmic dependence of voltage on photon intensity, shown in Fig 2.15(b). With

no light bias, and a change in incident photon intensity of ∆Xdark, it can be seen that ∆Vgood >

∆Vpoor. This is true to the left of the ’shoulder’ in the logarithm where voltage has a strong

dependence on photon intensity. However, this is not necessarily true when the cell is under

light bias, where the voltage is less sensitive to changes in photon intensity. In this situation,

∆V alone can not be used to predict ’good’ and ’poor’ regions.

Addressing these challenges is currently ongoing work in the group. Combining XBIC

and XBIV measurements on the same spot for a pixel-by-pixel correlation could help identify

’good’ and ’poor’ regions relatively, however this is not the focus of this work. Here the focus

is on establishing the framework for measurements of XBIC and growth kinetics.
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Figure 2.15 In experiments with lock-in amplification, the proportionality between current
and photon intensity in (a) leads to a higher response of a good cell than of a poor cell
∆Igood > ∆Ipoor, independent of the absolute photon intensity. In contrast, the logarithmic
relationship between voltage and photon intensity in (b) does not allow for a prediction
whether the good or poor cell provides a higher response ∆V .
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Chapter 3

X-RAY FLUORESCENCE ON MULTI-LAYERED STRUCTURES

Common applications of XRF microscopy involve the use of hard x-rays to detect small

quantities or even traces of an element in a low absorption matrix (typically Si or organic

materials) [81, 85, 111, 112]. Obtaining accurate quantification of XRF data becomes more

challenging, when measuring of thin films solar cells (with a thickness on the order of a few

micrometers) that consist of heavier elements, including:

1. Layers of interest buried within a complex stack of several layers, including substrates,

that all can contain XRF-active elements. How do you distinguish fluorescence from

different layers?

2. Quantifying minor composition fluctuations, if the elements of interest are the majority

components, not traces in an x-ray transparent matrix, and the constituent layer has

significant thickness variations

While, the physics governing these challenges have been described in detail [113–115],

and some aspects have already been implemented in X-ray data analysis packages [116–118],

it is still important for us to address the practical implementation of these analyses towards

high resolution microscopy of real material systems, like thin film solar cells. In the following

sections we describe the derivation of the formula used to correct the XRF data. We address

sources of error associated with correcting data for materials with thickness variations, and

depth dependent composition variations. We also show the potential for misinterpretation if

these factors are not properly addressed.
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3.1 Fitting Raw Data and Thickness Correction

Figure 3.1 depicts the data processing procedure from raw data to corrected XRF maps.

Maps are collected, by scanning the sample in X and Y directions, and a full energy spectrum is

collected for each measurement spot (Fig. 3.1a). Isolating the peak associated with a particular

element shows the x-y distribution of that element in units of counts (see Fig. 3.1b). Prior

to correcting the data for absorption losses, the XRF spectra are fitted for the quantification

of different elements (Fig. 3.1c). To ensure an accurate fit, branching ratios (described in

section 2.2.1) need to be well defined. Branching ratios of X-ray fluorescence from K-lines

are tabulated in literature and well-studied [119], however L-line branching ratios tend to

vary as a function of excitation energy [120]. Therefore, it may be necessary to measure

L-edge branching ratios for a specific experiment. From the fit, the intensities of the peaks

are isolated and compared with the intensities of a well-quantified standard that is measured

under the exact same geometry as the sample [121]. Applying a calibration curve to the

elements of known concentration in the standard gives access by interpolation/extrapolation

to the relative XRF signal of different elements that are not contained in the standard but

may be in the sample. The data are processed in this fashion, pixel by pixel in each map

collected, resulting in elemental maps in units of weight per area (Fig. 3.1d). To accurately

quantify the elemental composition of a sample with multiple layers of materials with non-

negligible absorption coefficients, the data should be corrected for attenuation (Fig. 3.1e). If

the sample is not perfectly flat, surface topology has an impact on the data collected. In our

case, we are interested in compositional variations, which need to be separated from thickness

variations for accurate data interpretation. To account for thickness variations, mass based

concentrations can be converted to atomic percentages by dividing an elemental distribution

map by the density weighted sum of all elements in the layer of interest, pixel by pixel, isolating
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Figure 3.1 Diagram showing the evolution of a copper map in a CIGS solar cell while
following the steps described above as the procedure to quantify the elemental distribution
from X-ray fluorescence measurements. Starting with the single spectra found in each pixel
(a), going to the 2-D unfitted XRF map (b), a fit of each pixel (integrated spectrum shown)
(c), and proceeding through quantification (d), absorption correction (e) and thickness
correction (f).

changes in stoichiometry (Fig. 3.1f). An alternative approach could involve measuring the

thickness variations directly (e.g. by atomic force microscopy), and conducting XRF on the

same area or combining XRF scans with tomographic information [122].
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3.2 Correcting for Attenuation Losses

Beer-Lambert’s law [123], shown in Eq. 3.1, describes the intensity decay of light in matter.

I

I0
= e−µL (3.1)

I/I0 represents the fractional intensity of transmitted light, µ is the attenuation coefficient

in cm−1, and L (cm) is the path length of the light in the material. The attenuation coefficient

is the product of the density ρ (g/cm3) and the capture cross-section σ (cm2/g). For many

material systems, µ is well known and tabulated. However, for systems where µ is not

well characterized, it can be calculated from capture cross-section databases available for

most elements through the National Institute of Standards and Technology [124] and by

using a sample-specific material density. Beer-Lambert’s law in its current form is useful

for describing the intensity decay of visible light or X-rays propagating through a single

uniform medium to a certain depth or thickness. To account for other samples structures,

and inhomogoenous materials, it should be expanded to account for: multiple layers, such as

stacks used in thin film solar cells, depth-dependent composition variations, attenuation of both

the incident beam and generated fluorescent photons, and average attenuation as fluorescence

occurs continuously throughout the sample thickness. The following formulation is intended to

serve as an experimental approach to correct for attenuation and self-absorption of the exciting

photons and photons at a fixed fluorescence energy, which can be repeated and applied to each

element of interest. Note that an accurate representation of the attenuation of all fluorescence

generated within the layer stack will require a more complete formalism that accounts for the

probability for fluorescence to occur, secondary fluorescence effects, and a three dimensional

model that account for the 4π generation of fluorescence. Figure 3.2 depicts these effects

in a multicomponent layered structure. The incident X-ray beam, hitting the sample surface
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Figure 3.2 Diagram showing the propagation and attenuation of high energy photons entering
the sample stack and fluorescent photons exiting towards the detector. Each multicomponent
layer generates photons of different energies that have different attenuation coefficients in
each layer. The multicomponent nature of each layer is represented with multiple arrows
exiting each layer.

under the angle θin, shown in black, is attenuated through each layer of the stack. The multiple

arrows exiting each layer represent the fluorescent photons with varied energies that are also

attenuated as they exit the stack. The increased attenuation throughout the thickness leads to

increased XRF signal from the sample surface, and decreased signal from the bulk and back of

the sample. While the fluorescence process is isotropic, we only need to consider those photons

that are emitted under the angle θout such that they can reach the fluorescence detector. These

two angles impact the beam path length and ultimately the measured fluorescence intensity.

To account for multiple layers, and depth dependent composition variations, µ is no longer

constant along the light pathL. The light path can be divided into small sublayers of length (∆l)

over which µ can be assumed constant. The product of Eq. 3.1 over each of these sublayers
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is the total intensity decay, and the exponent can be treated as a summation shown in Eq. 3.2,

where N is the total number of layers in the structure and µ(li) is the attenuation coefficient at

length li.

I

I0
= e−µL = e−µ1∆l · e−µ2∆l ... = exp

[ N∑
i=1

−µ(li)∆l

]
(3.2)

By taking the limit of the summation as N approaches infinity, the expression can be re-

written as a definite integral from the top of the layer stack (0), where the incident beam hits

the sample, to the total light path length. This is shown in Eq. 3.3.

I

I0
= exp

[
lim

N→∞

N∑
i=1

−µ(li)∆l

]
= exp

[ ∫ L

0

−µ(l)dl

]
(3.3)

Equation 3.3 describes only the incident light path. The exiting fluorescence is attenuated

in a similar way. The measurement geometry and thickness of the sample impacts the length of

both light paths, and is accounted for in Eq. 3.4 in terms of the sample thickness. We introduced

the terms L = T/ cos(θin) for the incident beam and L = T/ cos(θout) for the exiting beam to

treat the light path in terms of thickness and measurement geometry.

It
I0

= exp

[ ∫ T/ cos θin

0

−µin(t)dt +

∫ T/ cos θin

0

−µout(t)dt
]

(3.4)

This equation describes the intensity decay from the incident beam (µin) and generated

fluorescence of a particular element of interest (µout) at a given depth t, and sample thickness

T , as the ratio of the intensities of the specified elemental fluorescence (It) and the incident

beam intensity (I0). It should be noted that this equation just describes the attenuation of the

X-rays, and the probability of fluorescence to occur is taken into account during the fitting

and quantification of the spectrum. Effects such as secondary fluorescence are not included

and assumed to be negligible for the purpose of this analysis. For a detailed discussion on

how to take into account secondary fluorescence when necessary, refer to [41]. As mentioned
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previously, the detector measures the number and energy of photons collected, and photons

generated from different sample depths are treated equally. Because, fluorescence occurs

continuously throughout the sample thickness, the average attenuation caused by the stack

needs to be calculated. This is shown in Eq. 3.5.

I

I0
=

1

T

∫ T

0

It
I0
dt′

=
1

T

∫ T

0

exp

[ ∫ T ′/ cos θin

0

−µin(t)dt +

∫ T ′/ cos θin

0

−µout(t)dt
]

dT ′
(3.5)

The resulting value I/I0 is a value between 0 and 1 representing the average intensity

decrease of detected fluorescence compared to the incident beam intensity. While

mathematically accurate, this equation is in general not analytically solvable due to the

depth-dependence of µin and µout. It can be simplified by assuming a finite layer thickness

(∆t) over which µ(t) can be assumed constant. This is shown in Eq. 3.6. Once the losses

are calculated for each of the elements of interest, every pixel value in the XRF map is then

divided by I/I0, to correct for the losses described in this section. Additionally, I/I0 in the

final formulation presented here should be considered an as an effective correction factor

taking into account attenuation of exciting and fluorescent radiation through capping layers,

as well as self-attenuation within a layer of interest. It should be noted again, that this analysis

assumes a radiation-free attenuation of generated XRF photons. These secondary effects are

assumed negligible in the following case, although can have an impact.

I

I0
=

1

T

T∑
i=1

exp

[ N∑
i=1

[−µin(ti)

cos(θin)
∆ti +

−µout(ti)

cos(θout)
∆ti

]]
(3.6)
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3.2.1 Setup for Experimental Validation

The process described in section 3.2 was tested on a CIGS solar cell measured at two

different beam lines (2-ID-D [125] and 26-ID-C [96]) at APS at Argonne National Laboratory.

The measurement parameters are described in Table 3.1.

Table 3.1 Measurement geometries and beam information for two separate beamlines at APS
used to measure XRF on CIGS solar cells

Beamline Beam Energy Beam Angle (θin) Detector Angle (θout) Spot Size
APS 2-ID-D 10.4 keV 0° 77° 185 nm
APS 26-ID-C 10.4 keV 15° 75° 50 nm

The device structure is similar to that shown in Figure 3.2. Layer 1 corresponds to intrinsic

ZnO and ZnO:Al (150 nm), Layer 2 is CdS (50 nm), Layer 3 is CIGS with a Ga/(Ga+In)

ratio of 0.3 (1.6 m), and Layer 4 is Mo (700 nm) deposited on a soda lime glass substrate. A

more detailed discussion of sample preparation and device structure conducted at the National

Renewable Energy Laboratory (NREL) can be found in [22]. This device exhibits a typical

“V” shaped grading through the CIGS layer with high gallium content at the front and back

and lower in the middle, described previously. As reference, an AXO thin film standard was

used, containing the elements and concentrations shown in Table 3.2. The substrate is silicon

nitride.

The data was quantified and fitted using MAPS software developed at APS [126, 127].

Fluorescence was detected by a Vortex-ME4, four-element energy dispersive silicon drift

detector at beamline 26-ID-C, a Vortex-EM/ASIC single element energy dispersive silicon

drift detector at 2-ID-D.
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Table 3.2 Concentration of elements in AXO standard [121]

Element Concentration (ng/mm2)
Pb 7.6 ± 0.8
La 11.7± 1.8
Pd 1.5 ± 0.3
Mo 0.8 ± 0.2
Cu 2.0 ± 0.6
Fe 3.9 ± 0.4
Si substrate

3.2.2 Results

Figure 11 shows typical XRF maps collected at APS 2-ID-D. Uncorrected data refer to

the XRF data not treated for absorption losses, depth dependent composition variations, or

thickness variations, and corrected data refers to the data after correcting for these factors. The

maps are 5 μm× 5 μm with 100 nm× 100 nm pixel size, taken with 1 second dwell time.

Selenium (Se K edge = 12.66 keV) was not collected during this run, to enhance sensitivity

to the cations, Cu, Ga, and In. After correcting for thickness variations, attenuation losses,

and depth dependent composition grading, the maps look quite different. The top left corner

appears to have the highest concentration of all copper, gallium, and indium, across the map.

However, after thickness correction, described previously, it can be seen that that region is

actually copper and gallium poor, and indium rich. This highlights that the concentration

variations observed in the uncorrected map are largely due to thickness variations because

the compositional inhomogeneity of the sample is smaller in magnitude than variations due to

surface roughness. This leads to a significantly different interpretation of the XRF data than

would have resulted using uncorrected maps. It should be noted that the thickness corrected

XRF maps appear much noisier than the uncorrected images. This is mainly due to the noise
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Figure 3.3 Copper X-ray Fluorescence maps of the same CIGS sample, taken at two
beamlines with different geometries and beam intensity. Atomic force microscopy map with
delineated grain boundaries presents a comparison to the grain sizes obtained using the
watershed technique. Note: measurements are not on the same area.

associated with the indium channel. The incident beam energy of 10.4 keV is much higher

than the indium L1 edge (4.34 keV), leading to decreased sensitivity to variations in indium.

Figure 3.3 shows XRF maps for a CIGS device measured at two different APS beam lines.

The uncorrected maps show the fitted quantified data in μg/cm2. The large difference in the

quantification of uncorrected maps should be noted. For example, the measurement taken at

2-ID-D shows a maximum copper concentration of 205 μg/cm2, whereas the measurement

taken at 26-ID-C shows a maximum of 105 μg/cm2. After application of the corrections to

account for the different attenuation losses between the two geometries and normalized for

thickness, the concentration measured in atomic percent shows better agreement between the

two beamlines. The remaining 4 % difference between the average atomic percentages of

copper for the two maps can be attributed to the inhomogeneities in the sample and standards
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used to quantify the raw XRF data. It should also be noted that two different standards were

used to quantify these data sets.

The black lines on the images depict the position of the grain boundaries and are the result of

image processing by flooding watershed [128]. This technique has been successfully applied to

particle segmentation in X-ray tomography and is well-established to separate grains [129,130].

We have also verified its accuracy by comparing AFM and SEM images on the same area

measured by XRF, this is described in the following chapter. A comparison of the AFM and

XRF images in Figure 3.3, taken on the same sample, reveals similar grain sizes (1 μm to

2 μm) and shapes, suggesting that the flooding watershed technique is an appropriate method

to identify grain boundaries in our case, and it confirms that we are not limited by beam spot

size for grain identification.

3.2.3 Sensitivity Analysis

Potential sources of error and uncertainty should be taken into consideration when

calculating correction factors for non-ideal samples using this method. To determine the impact

of uncertainty in the grading profile, I/I0 was calculated for Cu Kα, Ga Kα, In Lα1, and Se Kα

fluorescence as a function of CIGS layer thickness for five different simulated [Ga]/[Ga+In]

grading profiles,. These values were calculated using the device structure described previously,

with a beam energy of 10.4 keV and sample/detector geometry used at 26-ID-C (see table 3.1).

It should be noted that the following results describe not only the attenuation from ZnO and

CdS layers but self-attenuation in the CIGS layer as well. The thickness variations shown are

only for the CIGS layer, and the ZnO and CdS thickness are kept constant. These curves are

shown in Figure 3.4 and the subset in Figure 3.4D shows the grading profiles. The flat profile
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Figure 3.4 I/I0 values for (A) copper, (B) gallium, (C) indium, and (D) selenium as a function
of CIGS layer thickness for five different grading profiles all assuming the same average film
composition. The insets in (B) and (D) refer to all panels. The difference in scale for (C)
should be noted when compared with (A), (B), and (D).

is not shown, but represents a uniform composition throughout the film thickness. Each profile

has the same average [Ga]/[Ga+In] ratio of 0.5.

It can be seen that as layer thickness increases, I/I0 for each element decreases. As the

layer thickness approaches 0, I/I0 values do not reach 1. This is due to the attenuation from

the CdS and ZnO layers. It can be seen that for CIGS under these measurement conditions,

variations in the grading profile have a small impact < 1 % for typical layer thickness ∼ 2 μm

but can reach closer to 2 % for Cu and Se for thicker layers. The “V”, “A”, and flat grading

(see Fig. 3.4 inset) profiles show negligible change between them, but slight variations are

observed for the linear ‘up’ and ‘down’ profiles. The ‘down’ profile results in less copper and
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gallium attenuation compared with the ‘up’ profile and the opposite was observed for indium

and selenium. For indium and gallium this is due to the fact that the highest concentration of

these elements is closest to the surface, for their respective grading profiles, resulting in less

total signal attenuation from the CIGS bulk. Selenium fluorescence is strongly absorbed by

Ga and by having a higher gallium concentration at the surface there is a slight decrease in

the selenium I/I0 . The same justification can be made for copper fluorescence being more

affected by a high indium concentration at the surface .

Using the same geometry, layer stack, beam energy and assuming a flat grading profile,

we have also examined the impact of surface roughness on I/I0 . It is clear from Figure 3.4

and the derivation explained in the earlier section that thickness has a large impact on beam

and fluorescence attenuation. Figure 3.5 shows the change in I/I0 for copper, gallium, indium

and selenium with varying layer thickness and surface roughness from 10% to 100% of the

film thickness with the black reference line representing no surface roughness. The two dashed

lines for each surface roughness represent maximum change in I/I0 for a positive and negative

thickness variation. The distance between these lines for a given thickness can represent the

uncertainty in the correction factor. CIGS films investigated typically have a surface roughness

between 150 nm and 200 nm for films that are between 1.5 and 2 μm thick, leading to ∼ 10%

surface roughness. This leads to ∼ 2 % uncertainty for Cu, Ga, and Se Kα lines and ∼ 5

% uncertainty for indium. As total film thickness increases the uncertainty in the correction

factor for a given surface roughness also increases. For very rough samples with materials that

have high attenuation coefficients, the uncertainty in the correction can be quite large if surface

roughness is not considered.

I/I0 values for copper (A), gallium (B), indium (C) and selenium (D) as a function of

CIGS layer thickness for five different surface roughness, from ± 10% of the film thickness

to ± 100% of the film thickness. The difference in scale for indium (C) should be noted when
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Figure 3.5 I/I0 values for copper (A), gallium (B), indium (C) and selenium (D) as a function
of CIGS layer thickness for five different surface roughness, from ± 10% of the film
thickness to ± 100% of the film thickness. The difference in scale for (C) should be noted
when compared with (A), (B), and (D). The white box across the reference line at 2 μm in all
panels represents a typical CIGS film with 10% surface roughness.

compared with (A), (B), and (D). The white box across the reference line at 2 μm in all panels

represents a typical CIGS film with 10% surface roughness.

It can be seen that there is a large uncertainty for elements with high attenuation coefficients

in rough films. To reduce this uncertainty and bring I/I0 as close to 1 as possible, the

path lengths for both the incident beam and exiting fluorescence should be reduced. This

can be challenging, as the angle between incident beam and fluorescence detector is often

mechanically fixed to 90° to reduce the background signal from scattered photons. This leads

to a trade-off between the excitation volume of the beam and the path length of fluorescence.

For a fixed detector/beam geometry of θin+ θout= 90°, a good compromise is in many cases
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θin= 15°. However in an ideal case, θin= 0°, such that a pixel in the map corresponds to the

fluorescence signal of a perpendicular column in the sample (for a 2 μm thick layer stack, an

incident angle of 15° corresponds to the collection of fluorescence photons generated along

tan(15°) x 2 μm = 536 nm in the plane of the sample surface). This is typically much wider

than the spot size of the beam, which decreases the lateral spatial resolution given by the spot

size.

It is important to note that while individually the sources of error maybe small, when they

are combined during the analysis they can result in non-negligible quantities, especially when

handling multiple elements with low I/I0 values, similar to indium in the case described above.

While the data shown here are based on CIGS thin film solar cells, the process can be

applied to any layered structure where surface roughness and depth dependent composition

variations are non-negligible. This process also enables the investigation of metal contaminates

in silicon solar cells by estimating the depth of the detrimental contaminate. The investigation

of fuel cell can be expanded to allow for in situ characterization of membrane contamination,

by correcting for losses through the anode, cathode, and membrane assembly. Therefore, the

presented approach is a useful tool with broad reaching impact across multiple disciplines,

to be coupled with existing XRF analysis software, increasing the quantification accuracy,

understanding areas of uncertainty, and enabling the analysis of more complex samples.
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Chapter 4

IMPACT OF GALLIUM ON CIGS INHOMOGENEITIES

The following section describes the applications of XRF and XBIC microscopy to the study

of composition variations at grain boundaries in low and high gallium CIGS solar cells. This

section is also published elsewhere [90]. A schematic of the experimental set up used to study

low and high gallium CIGS cells, is shown in Figure 4.1. Given that the XBIC and XRF signals

are excited by the same nanoprobe X-ray beam, we are able to report spot-to-spot correlated

electronic and compositional properties. The corresponding analysis is highly statistical to

provide a reference for the large variation in grain boundary behavior reported in literature.

CIGS devices with average [Ga]/[Ga+In] (GGI) values of 0.3 and 0.6 were grown at the

National Renewable Energy Laboratory, using a 3-stage co-evaporation [22, 34]. The device

structure is comparable to that shown in Figure 4.1, with a 200 nm ZnO layer, 50 nm CdS,

1.8 μm CIGS, 700 nm Mo, grown on a 1.6mm soda lime glass substrate. Because typical

CIGS grain sizes are 1-2 μm, CIGS layers were grown slightly thinner than the typical 2 μm

to 3 μm to ensure a single layer of columnar grains. Final device solar energy conversion

efficiencies were 18% and 14% for GGI = 0.3 and GGI = 0.6 respectively, and consistent with

the trends in Fig. 2.5.

Samples were measured at the hard X-ray nanoprobe beam line at the Center for Nanoscale

Materials at the Advanced Photon Source [96]. The angle between the beam and detector was

fixed at 90° and the sample was tilted to 75° from the sample surface to the incident beam. We

chose a beam energy of 10.5 keV, just above the Ga absorption K-edge, for the highest cation

sensitivity and to ensure sufficient incident photon flux to remain sensitive to composition

variations. Therefore, selenium was not measured (K edge at 12.66 keV). Zone plates with
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Figure 4.1 Overview of beamline setup and measurement capabilities for XRF and XBIC,
capable of collecting composition and charge carrier collection efficiency simultaneously
with high spatial resolution.

180 μm diameter and 50 nm outer zone width were used giving a 60 nm beam full width at

half maximum (FWHM) and a depth of focus of 52 μm.

The collected XRF spectra were fitted using the MAPS software developed at APS

[126, 127] and quantified using a thin film standard of known composition produced by AXO

Dresden (see table 3.2). More information on the fitting processes is available in [131]. We

corrected the data for surface roughness, losses due to beam and fluorescence attenuation, and

depth dependent compositional variations due to gallium grading following the steps described

in Chapter 3. XBIC data were converted to X-ray collection efficiency (XCE) as described in

section 2.2.4. The carrier generation was estimated based on the incident photon flux, the

percent of photons absorbed in the material, and the ionization energy of the material. Due
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(c) Grain Boundaries in XRF Map

(d) Grain Cores in XRF Map

(a) CIGS XRF Map

(b) SEM 

1 µm

1 µm

Figure 4.2 (a) XRF image of the sum of the Cu and Ga channels. Indium was not used to
reduce the noise in the image. The dashed black lines over the image are the result of the
watershed image processing technique. (b) A backscattered electron image of the same
location measured by XRF. A watershed is overlaid on each of the images confirming its
identification of grains and grain boundaries (c,d) The isolation of grain boundaries and grain
interiors as related to the watershed image.

to uncertainty in the estimation of the incident photon flux, the maximum of the data set was

scaled to 100 % XCE, for this data set, for ease of comparison.

Photoluminescence (PL) data were collected to corroborate with the GGI values determined

from XRF measurements. PL maps were collected using a Renishaw in-Via Raman microscope

with a 532 nm nm laser. Maps with dimensions of 10 μm× 10 μm (100 nm step size) were

collected with a 100x objective and numerical aperture of 0.85 yielding a spot size of∼900 nm.

Spectrally resolved photoluminescence was collected for each pixel in the map using a silicon

CCD detector for the cell with a high gallium absorber, and an Andor InGaAs near-IR detector

for the cell with low gallium absorber.
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Grain boundary regions were isolated from grain core regions using a watershed analysis

[128]. Grain cores were regions identified as 400 nm away from a grain boundary, to account

for the tilt of the sample during the measurement. Figure 4.2(a) shows an XRF map of the

CIGS layer and a corresponding SEM Back-scattered electron image of the same region (Figure

4.2(b)). The watershed analysis was conducted using the XRF map and then overlaid on the

SEM image. Since XRF is not a structural measurement, an alternative method is needed

to validate the watershed. The good agreement between the two images confirms that grain

boundaries were properly identified [132]. Figure 4.2(c) and (d) show the resulting image after

separation of grain boundary and grain core regions respectively.

4.1 Results

Figure 4.3 shows the copper, gallium and indium XRF channels of a CIGS device side

by side to the X-ray collection efficiency map (from XBIC) and the calculated GGI and

[Cu]/[Ga+In](CGI) ratios. The black lines in the figure delineate the position of the grain

boundaries, defining in this case three different grains with very different composition and

electrical behavior. It can be seen that the top left grain core has a higher gallium and

copper concentration compared to the neighboring grains, as well as a higher GGI and

CGI. Throughout the map indium anti-correlates with copper and gallium, something we

observed in multiple scans. The indium and gallium anti-correlation is expected since they

are substitutional in the CIGS matrix. Even though this technique does not provide atomic

resolution the indium-copper anti-correlation could point to the generation of Cu′′
In acceptor or

In••
Cu donor anti-site defects. It can be seen that regions with higher Cu and Ga (lower In) content

have higher XCE than regions with lower Cu and Ga concentration. Composition does not seem

to be the only source of variations in XCE as can be noted from the bright triangular-shaped
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Figure 4.3 Typical XRF/XBIC maps of the Cu, Ga, In channels and the elemental ratios GGI
and CGI. Atomic percent, refers to the cation (Cu,Ga,In) percentage as Se was not detected.
Each map is 2 μm× 2 μm with 50 nm step size

region in the current collection map that does seem to have a counterpart in the composition

maps. In this map Ga rich and In poor boundaries are able to be detected. Similar maps to

4.3 were collected in multiple spots on both low and high gallium CIGS samples. Over 1000

data points were acquired for grain cores and grain boundaries in these samples and most of

the data treatment described hereafter is highly statistical in nature.

Figure 4.4 shows the distribution of the composition and charge carrier collection efficiency

measured at grains and grain boundaries for both low and high GGI absorber layers. For low

54



51

48

45

42

39

36

30

21

18

15

33

30

25

20

15

45

40

35

G
al

liu
m

 (a
t. 

%
)

Co
pp

er
 (a

t. 
%

)
In

di
um

 (a
t. 

%
)

Grain Boundaries Grain Cores

(a)

(b)

(c)

 

100

90

80

70

60

30

50

20
10

70

40

60

80

25

30

35

55

65
60

70

[C
u]

/[
In

+G
a]

 (%
)

[G
a]

/[
In

+G
a]

 (%
)

(d)

(e)

(f )

Grain Boundaries Grain Cores

X-
ra

y 
Co

lle
ct

io
n

E�
ci

en
cy

 (%
)

90
100

Figure 4.4 (a-f) shows the distribution of copper, gallium, indium, CGI, GGI concentration,
and XCE for 30% gallium samples between grains and grain boundaries. The histograms
show the distribution of composition measured at each region and the solid line is a fit to a
normal distribution. The data point next to the distribution represents the mean ± the
standard error with 95 % confidence.

GGI (Figure 4.4 (a)-(f), there is a noticeable change in the composition between the grain

boundaries and grain cores. The compositions measured follow a normal distribution, with

similar standard deviations at GBs and GCs, and shifts observed in the mean. The average

copper content across all boundaries is observed to be 0.5 ± 0.05 at.% higher than the grain

cores. An increase in gallium (0.65± 0.03 at.%) and decrease in indium (-1.1± 0.08 at.%) was

observed as well at boundaries with respect to cores. Similar trends were observed for the CGI

and GGI elemental ratios. The average CGI increased from grain cores to grain boundaries

by 1.5 ± 0.2 % and GGI increased by 1.4 ± 0.08 %. The uncertainty was calculated as the
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Figure 4.5 (a-f) shows the distribution of copper, gallium, indium, CGI, GGI concentration,
and XCE for 60% gallium samples between grains and grain boundaries. The histograms
show the distribution of composition measured at each region and the solid line is a fit to a
normal distribution. The data point next to the distribution represents the mean ± the
standard error with 95 % confidence.The non-normal distributions seen in the collection
efficiency are acknowledged by a dashed curve rather than solid line.

standard error with 95% confidence. The XCE also shows a 1.6 ± 0.3 % increase from grain

cores to grain boundaries indicating improved charge transport at grain boundaries.

For high GGI (Figure 4.5 (a)-(f)) absorber layers, the change in composition between GC

and GB is smaller than the change observed for low GGI. A negligible change in copper

concentration from GC to GB (0.19 ± 0.04 at. %) was observed, near the detection limits

for this measurement. A slight increase in CGI 0.69 ± 0.13 at. % approximately half that of

the low GGI film. A larger change was observed for gallium (0.55 ± 0.03) and indium (-0.7 ±
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0.06) as well as a positive change in GGI (1.2 ± 0.1 at. %). The largest change for this sample

was observed in the XCE with a decrease of 8.0 ± 0.3 % from GC to GB. The non-Gaussian

distribution of the grain core XCE should be noted. This is likely due to the large variation

observed in collection between large and small grains. Because the data is represented on a

pixel by pixel basis the larger grains with a higher XCE are weighed more heavily.

The errors reported here are the 95 % confidence intervals for the average of the sample

set. The uncertainty due to thickness variations reported in section 3.2.3 are associated with the

absolute quantification of a single pixel. Larger sample sizes (N > 1,000 vs. N = 1) reduce the

uncertainty in the population average provided the sample set follows a normal distribution,

which is shown in Fig. 4.4 and 4.5. This accounts for the discrepancy in the errors reported

in here and in the previous chapter. Additionally, the composition variations observed in this

study are greater than the 2 % uncertainty for copper and gallium and 5 % uncertainty for

indium.

We plotted the copper, gallium and indium concentrations and elemental ratios against the

measured XCE, on a pixel by pixel basis, for all grain cores and grain boundaries. The data

was fit to a line and the slopes were extracted, representing the change in atomic percentage

with respect to the change in collection efficiency. An example of this is shown in Fig. 4.6

Large values for slope indicate that for a large change in composition a smaller change

in collection efficiency is observed. Similarly, smaller slopes indicate a higher dependence

of collection efficiency on composition. However due to the wide distribution of composition

values, there is a minimum threshold above which a correlation can be detected. This threshold

was determined as the standard deviation of the composition divided by the maximum change

in collection efficiency.

An analysis of the residuals was conducted to ensure that a linear regression model is

appropriate to describe the data. An unbiased regression should result in residuals of the fit
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Figure 4.6 Scatter plot showing the point to point correlation between copper and indium
atomic percent and XBIC. The red line is used to highlight the trend observed in the data.
Copper has a positive correlation with XBIC and indium has a negative correlation

following a normal distribution. This analysis is shown in Figure 4.7. The data is shown in

the form of a probability plot, where the y axis is scaled to a Gaussian distribution. Residuals

following a linear trend support the use of a linear regression.

The results are shown in Figure 4.8 with the height of the bar correlating to the magnitude

of the slope extracted from the scatter plot and the uncertainty is represented as the standard

error of the slope with 95 % confidence. Slopes that fall below the minimum threshold are

shown without color.

For low GGI absorbers, we observe that Cu and Ga correlate positively with collection

efficiency and In correlates negatively. XCE seems is more dependent on gallium

concentration, compared to copper and indium, due to the smaller slope. Both CGI and

GGI correlate positively with collection efficiency, indicating that that increasing the GGI and

CGI at both grain boundaries and grain cores in low GGI CIGS will lead to improved charge
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Figure 4.7 Probability plot of the residuals (symbols) from the linear fit of composition
against X-ray collection efficiency for both low (a,b) and high GGI films (c,d) at grain
boundaries (a,c) and grain cores (b,d). Note the Gaussian scaling associated with the
probability. The dashed lines are a Gaussian fit of the residuals.
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Figure 4.8 Shows the values of slope, correlating composition and elemental ratios charge
collection, at different regions, for both low and high GGI CIGS. High slopes indicate a small
change in XCE for large composition variations. A low slope indicates small change in
composition has a large impact on collection efficiency. The error bars represent the standard
error associated with the slope with 95 % confidence. Bars shown without color fall below
the detection limit for this analysis. The inset shows a scatter plot of each pixel in a Cu and In
XRF map plotted against XCE.

carrier collection. The XCE is more sensitive to changes in CGI and GGI at grain boundaries

than the grain cores, indicating a potential area for improvement.

Collection efficiency at grain boundaries in the high gallium absorber exhibit is largely

independent of composition, or below the detection limits of this analysis . The grain cores

show a unique behavior with CGI showing a strong positive correlation with XCE, and largely

independent of indium and gallium concentration. This suggests that, although the change in

copper concentration between grain boundaries and grain cores is small, increasing the CGI at

grain cores will lead to increased carrier collection.

4.2 Sensitivity Analysis

The values reported in Section 4.1 are smaller than other composition variations reported

[61, 133], which were measured by an electron beam, due to the relatively large beam spot

size compared to grain boundary area. Figure 4.9 shows the impact of beam spot size, and
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Figure 4.9 Back of the envelope calculation investigating the impact of using a 50 nm beam
spot size to detect a composition change of 50% over 4 nm at an atomically sharp grain
boundary. 90° is a grain boundary perpendicular to the surface (parallel to the beam path).
The grain boundary was assumed to be a rectangular prism with a width of 4 nm a height of
2 μm and an infinite length. Measurement volume of the beam was assumed to be a cylinder
with height of 2 μm and a diameter of 50 nm. The percent composition change is the ratio of
the grain boundary volume (within the measurement spot) to the measurement volume
multiplied by the predicted composition increase (50%).

grain boundary tilt on the measured composition of a grain boundary. The grain boundary was

assumed to have a 50 % increase in composition occurring over a 4 nm region with respect to

the grain cores.

We have shown that sub-nanometer spatial resolution is not required to detect composition

variations at grain boundaries in CIGS, as previously suggested by Abou-Ras et al. [133].

However high sensitivity is required to detect the compositional variations. The high flux

of synchrotron light sources, combined with meaningful statistics from measuring multiple

spots, yields improved sensitivity to elemental variations. For a single measurement of one

pixel we are sensitive to ∼ 1 at. % variation in composition. However, when comparing
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data for over 1000 pixels (at 10.4 keV) our sensitivity approaches ± 0.13 % for Cu, ± 0.19%

for Ga, ± 0.24% for In, ± 0.18% for CGI, and ± 0.23% for GGI, which is below the range

of values reported in this work for low gallium absorbers. Our analysis of the variation in

the overall copper content in high gallium absorbers could be limited by this sensitivity. By

having high statistics, we are able to detect composition variations much smaller than the

FWHM of the beam. As mentioned previously the large size of the beam relative to length

scale of composition variations around grain boundaries, is the reason the values reported here

are smaller than those reported in other works.

4.3 Composition of High Performing Regions

In addition to investigating composition and XCE at grain cores and grain boundaries, we

also investigate the composition of the best performing regions of each cell. By isolating the

best performing areas of the cell, new cells can be grown targeting compositions for optimal

charge collection efficiency. Comparing XCE data across all maps collected for low GGI and

high GGI CIGS films, we isolated the 90, 95, 99, 99.9, and 99.99 percentiles, of the data.

Figure 4.10 shows the average copper, gallium, and indium composition of each percentile

for the low GGI absorber. Consistent with the results from the previous section, it can be seen

that regions with higher XCE also have higher copper and gallium concentrations. Indium

concentration decreases with increasing XCE percentile. The error bars on the graph represent

the variance within each set. The variance decreases as the percentile increases, indicates

higher performing regions have similar composition. The average composition between the 90

and 99.9 percentiles fall within the variance in all elements, indicating that regions in the top

90% of X-ray collection efficiency are similar in composition to the regions in the top 99.9%.
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Figure 4.10 Average copper, gallium, and indium composition versus the XCE percentile.
The error bars on each bar represent the variance within the percentile

The top 99.99% of pixels measured to have a unique composition. The data used to generate

with Figure 4.10 is shown in Table 4.1.

It can be seen in Table 4.1 that the best performing regions of the low GGI absorber

have approximately 47% copper, 33% indium, and 20% gallium. It is important to note

that this composition does not guarantee optimal performance. Solar cells are limited by the

worst performing region, and the root cause of the poor performance may be independent of

composition.

Table 4.1 Average composition and XCE with increasing XCE percentile, for the low GGI
absorber

Percentile (%) N Avg. XCE (%) Avg. Cu (%) Avg. In (%) Avg. Ga (%)
90 2701 82.0 45.3 36.3 18.4
95 1135 84.5 45.5 36.0 18.5
99 270 88.7 46.1 35.2 18.8

99.9 27 93.6 46.5 34.4 19.1
99.99 3 97.8 47.3 33.2 19.6
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Figure 4.11 Scatter plot showing copper concentration vs. collection efficiency for the low
GGI absorber

Figure 4.11 shows a scatter plot of copper concentration vs. collection efficiency. The dark

blue points are data that fall below the 90 percentile. Although the correlation between copper

and collection efficiency is positive, the distribution of the data is wide. For example, the three

data points in the 99.99 percentile of XCE do not fall in the 99.99 percentile of the copper

concentration. In fact, there are many pixels with a copper concentration of ∼ 47% indicating

that composition is not the only factor affecting XCE. This trend is observed similarly in the

indium and gallium as well.

Figure 4.12 shows the average composition of copper, indium, and gallium, in each XCE

percentile selected, for the high GGI absorber. Similar to the low gallium absorber it can

be seen that as the higher performing pixels also have a higher copper concentration, with

a negligible change in the gallium and indium channels. Unlike the low gallium absorber

however, the 99.99 percentile is not unique in composition compared to the 90 through 99.9

percentile. This is in agreement with the results from Section 4.2, where we showed that XCE

is independent of composition in high GGI absorbers. Table 4.2 shows the average XBIC,
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Figure 4.12 Average composition and XCE with increasing XCE percentile, for the high GGI
absorber

copper, indium, and gallium concentration for each percentile. The 99.99 percentile of pixels

in the high GGI absorber, have an average composition of ∼ 48% copper, 19% indium, and

33% gallium. However, due to the the independence of collection efficiency with respect to

comosition, it is unlikely that growing films with this composition would result in increased

performance. This highlights the importance of correlative studies of CIGS solar cells, to begin

to separate the contribution different material properties (composition, structure, bandgap, etc.)

on device performance.

Table 4.2 Average composition and XCE with increasing XCE percentile, for the high GGI
absorber

Percentile (%) N Avg. XBIC (%) Avg. Cu (%) Avg. In (%) Avg. Ga (%)
90 2701 45.2 47.3 19.9 32.8
95 1135 46.9 47.4 19.8 32.8
99 270 49.7 47.5 19.7 32.8

99.9 27 52.4 48.0 18.9 33.1
99.99 3 54.0 48.1 18.9 33.0
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4.4 Discussion

Our results show a similar Cu and In anti-correlation as reported by [61,133] and clarifies

the average behavior of low and high gallium absorbers across multiple boundaries showing

that it is not just Cu and In segregating at boundaries but CGI and GGI as well. Given the

exhibited Cu and In anti-correlation and the increase in GGI at the boundaries, one could

imagine that there is an increase of Cu-In anti-sites at grain boundaries, similar to what has

been proposed by other authors [133, 134].

Copper, while shown to be highly mobile in CIS appears to be less mobile in higher gallium

CIGS based on the much smaller variation in concentration at grains and grain boundaries,

within the detection limits of the measurement [135]. This could be due to the increased

stability of the chalcopyrite phase with increasing gallium content [136].

The increased gallium content observed at the grain boundaries for both low and high GGI

films could explained by the preferential coordination environment of In and Ga. It has been

shown in disordered systems like chalcogenide glasses, that indium prefers to have a fixed

coordination number (CN) of 5 while gallium can assume a range of CN (4,5,6) [137–139].

This could explain why more gallium tends to segregate towards grain boundaries, where there

is more disorder and the coordination environment can vary. Indium on the other hand sits in

the grain core in a tetrahedral configuration.

Additionally, the variations in the predicted bandgap based on GGI from XRF data are ∼

20meV which aligns well with PL data measured on the same samples and previously reported

values [140]. These data are shown in Figure 4.13 for low GGI CIGS and Figure 4.14 for high

GGI CIGS. Bandgap values were calculated from the GGI ratio from XRF maps using the

Eg. 4.1 where x = [Ga]/[Ga+In] [136]. The average PL peaks position (bandgap) for the low
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Figure 4.13 Comparison on Low GGI film of Bandgap Variations determined by Gaussian
fits of Photoluminescence (PL) spectrum and calculated from GGI ratio measured by XRF.
(a) A map of the PL peak intensity. (b) A plot of PL peak position. (c) Distribution of the PL
peak position values from (b). σ-Eg is the standard deviation of the PL peak position values
and µ-Eg is the average PL Peak position. (d) Distribution of bandgap values calculated from
GGI ratios measured by XRF across all grains and boundaries measured. We find good
agreement between the bandgap position and standard deviations from two different
measurement techniques, however, a non-Gaussian distribution likely caused by the different
processes that affect the PL which is much more electrically sensitive, than XRF which is
only related to composition

67



Figure 4.14 Comparison on High GGI film of bandgap variations determined by Gaussian fits
of photoluminescence (PL) spectrum and calculated from GGI ratio measured by XRF. (a) A
map of the PL peak intensity. (b) A plot of PL peak position. (c) Distribution of the PL peak
position values from (b). σ-Eg is the standard deviation of the PL peak position values and
µ-Eg is the average PL Peak position. (d) Distribution of bandgap values calculated from
GGI ratios measured by XRF across all grains and boundaries measured. We find good
agreement between the bandgap position and standard deviations from two different
measurement techniques.
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gallium film is 1.19 eV with a standard deviation of 17meV, the average bandgap calculated

by XRF is 1.18 eV with a standard deviation of 17meV. The average PL peak position for

the high gallium film is 1.41 eV with a standard deviation of 20meV and the average bandgap

calculated by XRF is 1.38 eV with a standard deviation of 21meV.

Eg = 1.04 + 0.65x− 0.26x(1− x) (4.1)

The good agreement between composition and PL allows us to correlate composition

variations with bandgap fluctuations. The likely cause for the increased collection at grain

boundaries in low gallium CIGS is the composition induced electron barrier from an increased

GGI and the potential well for holes created by an increased CGI. The decrease in collection

at grain boundaries in high gallium absorbers is likely due to the barrier created for electrons

by an increased GGI and the 50% smaller hole potential well. The GC collection efficiency

for low GGI absorbers could be improved by decreasing this offset (ie: increasing the CGI and

GGI). This behavior would also explain why the performance of low gallium CIGS seems to

be independent of grain size, based on this study.

To improve the collection efficiency of high gallium CIGS, increasing the CGI at

grain cores could promote collection there. Because the collection at grain boundaries is

largely independent of composition, the grain cores are regions that should be focused on.

Additionally, as one would expect, increasing the average grain size could boost collection

efficiency as well to limit the impact of grain boundaries. Due to the apparent lower Cu mobility

in high gallium CIGS, adapting growth conditions to enhance copper segregation could be

beneficial. Extending the second (copper poor) stage of the co-evaporation process with a long

hold at a fixed temperature or decreasing the temperature to enter the mixed phase regime, could

improve elemental segregation as well. These processing steps could result in better passivated

grain boundaries and increase collection efficiency. Having a higher copper concentration
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at the grain cores than the grain boundaries would repel holes, electrically passivating the

boundaries and improving current collection in the grain cores.

Lastly, the decreased XCE determined at grain boundaries for high gallium CIGS could

be the source for reduced Voc in these devices. Because Voc and recombination are highly

correlated, a reduced XCE caused by higher recombination can be correlated to a decrease in

voltage as well. It is important to emphasize however, that XCE is a current measurement and

further studies are underway to evaluate the behavior of voltage throughout these films.
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Chapter 5

IMPACT OF SODIUM ON CIGS INHOMOGENEITIES

The beneficial effects of sodium addition to CIGS absorber layers has been known for

quite some time [141, 142]. CIGS cells grown in the presence of Na have increased p-type

conductivity [143], an increased Voc and FF [144], and some reports show increased Jsc as

well [145]. Na addition has also been shown to improve morphology and generate a (112)

texture [146, 147].

Na is primarily introduced during growth, via diffusion from the sodium containing soda-

lime glass (SLG) substrate. However, for films grown on sodium free substrates such as

polyimide or stainless steel, Na is added via precursor layers or doping the Mo back contact

prior to growth [148]. It can also be added in the form of a post deposition treatment (PDT)

of NaF to films growth on both SLG and Na-free substrates [21, 149]. However, it should be

noted that too much sodium can be detrimental at the cell level [150] and on the long-term

stability of modules, through the creation of shunt path ways [151].

How and why these benefits occur have been a topic of continued discussion. It is argued

that the benefit largely comes from defect passivation at grain boundaries. Density functional

theory calculations have found that Na ahnilitates In••
Cu anti-site defects as well as selenium

vacancies [50], and an increase in sodium concentration at the grain boundaries has been

observed by atom probe tomography and secondary ion mass spectrometry [61, 152, 153].

However, the effect of Na on grain-to-grain homogeneity should be investigated as well.

Although the diffusion coefficient of Na along grain boundaries in CIGS is very high, Na also

has been shown to diffuse into the grain interiors [154] and transient photo-capacitance have

shown a decrease in the urbach tails indicating an increase in the overall film uniformity [155].
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Non-uniformities in CIGS absorber layers are known to impact the device performance,

from extended charged defects leading to electrostatic potential fluctuations, to bandgap

fluctuations originating from a non-uniform distribution of Cu and Ga [70, 89, 133, 156]. This

is what motivates the current study. How does the addition of Na from SLG and NaF PDT

affect bandgap uniformity in CIGS Cells?

To study this we characterized four samples with Na introduced into the film either from

the substrate, a PDT or both. Samples were grown on sodium free alumina (Al2O3) and SLG

with sister samples exposed to NaF PDT.

5.1 Bandgap Distribution

CIGS Devices with GGI = 30 % were grown at the National Institute of Advanced

Industrial Science and Technology (AIST), Japan. Absorber layers were grown via a 3-stage

co-evaporation process on molybdenum coated substrates. Sister samples on sodium free

(Al2O3) and sodium containing (soda lime glass) substrates were used. Each substrate was also

treated with and without a NaF post deposition treatment, resulting in 4 unique samples in all.

Devices were completed with a 50 nm CdS buffer layer and a 200 nm ZnO:Al window layer.

The device properties of each sample is shown in Table 5.1. As expected, as Na concentration

increases, the device performance also increases, primarily through increases in Voc and FF.

Table 5.1 Device properties of sodium samples prepared at AIST

Sample Voc (mV) Jsc(mA/cm2) FF (%) Eff. (%)
Al2O3 531 ± 2 30.4 ± 0.1 59.0 ± 0.4 9.5 ± 0.1

Al2O3 + NaF 607 ± 4 29.9 ± 0.3 68.2 ± 0.1 12.4 ± 0.1
SLG 691 ± 3 31.8 ± 0.2 78.1 ± 0.1 17.1 ± 0.2

SLG + NaF 723 ± 2 31.5 ± 0.2 79.6 ± 0.3 18.1 ± 0.2

To investigate the impact of Na on bandgap inhomogeneities, spatially and spectrally
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Figure 5.1 PL maps showing peak center positions in eV from samples grown on Na free
substrates (a,b) and sodium containing substrates(c,d) as well as samples exposed to NaF post
deposition treatments (b,d). Maps are 15 μm× 15 μm with a 200 nm step size

resolved photoluminescence mapping was conducted. PL maps were collected using a

Renishaw in-Via Raman microscope with a 532 nm nm laser. Maps were collected with

dimensions of 15 μm× 15 μm, with a 200 nm step size were collected with a 50x objective

yielding a spot size of ∼ 1 μm. Photoluminescence was collected for each pixel in the map

using an Andor InGaAs near-IR detector.

The bandgap was defined as the energy value corresponding to the center of the normalized

PL curve. Figure 5.1 shows the x-y maps of bandgap distribution for each substrate and NaF

treatment. It can be seen that the range of the colorbars decrease with increasing sodium sources

from (a)-(d). It can also be seen that the samples grown on Al2O3 substrates have larger feature

sizes than the samples grown on SLG.
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Table 5.2 Mean, Maximum, Minimum, and Standard Deviation (σ) of PL peak centers shown
in Figure 5.1

Sample Mean (eV) Maximum (eV) Minimum (eV) σ (meV)
Al2O3 1.15 1.18 1.08 17

Al2O3 + NaF 1.18 1.20 1.09 10
SLG 1.17 1.19 1.15 5

SLG + NaF 1.17 1.18 1.16 3

To quantify the effect of Na concentration on peak center fluctuations the average,

maximum, minimum, and standard deviation of each image was determined. These data are

shown in Table 5.2. The average bandgap for each image ranges from 1.15 eV to 1.18 eV,

with the maximum and the minimum of range being associated with Al2O3 substrates. Both

samples grown on SLG have the same average bandgap. The high and low average peak center

for Na free substrates could be due inhomogeneities on length scales greater than the map size.

The maximum for each map are similar across all samples, however the minimum bandgap

in each map shows a large shift to higher energies (∼ 80meV) from Al2O3 to SLG + NaF.

This could be due to defect passivation or a reduction in electrostatic potential fluctuations,

both of which reduce the energy average radiative recombination pathway, below the expected

bandgap. A similar effect can also be seen by the reduction in the standard deviation of the

peak centers. As Na concentration increases, variations in the peak center decrease, indicative

of a more homogeneous film. This effect is likely to arise from a reduction in the electrostatic

potential fluctuations.

To investigate the effect of Na beyond changes in the PL center from the integrated

spectrum, each spectrum was fit to 3 gaussian distributions. All pixels were fit to the same

conditions allowing two peak centers to vary from 1.11 eV to 1.3 eV and the third peak to vary

from 1.05 eV to 1.1 eV to capture the low energy transition found and many spectra across all
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Figure 5.2 Representative PL spectrum from Al2O3 + NaF sample. Solid blue line is the
normalized PL spectrum. The dashed lines are the result of a least squares fit to 3 Gaussian
distributions.

samples. This is shown in Fig. 5.2. It was found that two Gaussian distributions describe the

most intense peak well, and one peak was necessary to fit the low energy tail of the spectrum.

In Fig. 5.1(a), low peak center values spanning several micrometers can be observed at

(X,Y) = (5 μm, −5 μm) and (X,Y) = (5 μm, −5 μm). Similar features can be seen in Fig.

5.1(b) at (X,Y) = (5 μm, −4 μm), but are lesser in size and magnitude in Fig. 5.1(c,d). These

regions are attributed to strong sub-bandgap transitions labeled Peak 3 in Fig. 5.2. While

this transition is present in all the samples, the intensity (amount of radiative recombination)

associated with was found to decrease with increasing Na concentration.

The distribution of Peak 3 intensity is shown in 5.3. It can be seen that the median intensity

value for this transition decreases by an order of magnitude from the sample grown on Al2O3

to the sample grown on SLG with NaF treatment. It was also observed that the number of

pixels containing a Peak 3 transition decreased from ∼ 100% for samples grown on Al2O3
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Figure 5.3 Box plot showing the intensity of peak 3 for samples with varried sodium
concentration. Data points are plotted in conjunction with box plot distribution with arbitrary
x values to show the distribution. A threshold of 0.001 was set for the data for the noise level
of the detector

to ∼ 50% for SLG + NaF. Similar increases in uniformity were also observed for Peak 1 and

Peak 2. The ratio of the intensity between Peak 1 and Peak 2 decreases with increasing sodium

concentration, and the distance between the Peak 1 and Peak 2 centers also decreases.

5.2 Elemental Distribution

The effects of Na concentration on the radiative recombination pathways in CIGS were

investigated in the previous section, for low gallium absorbers. Does the increase in

homogeneity in optical properties arise from an increase in elemental homogeneity? CIGS

absorber layers with GGI = 55 % were grown at the National Renewable Energy Laboratory

(NREL), on molybdenum coated soda lime glass substrates. Absorber layers were prepared
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with and without NaF post deposition treatments. Post deposition treatments were done by

evaporating NaF and holding the substrate temperature at 400 ◦C for 30min Devices were

completed with 50 nm thick layer of CdS and 200 nm thick ZnO:Al window layer. Table 5.3

shows the device properties for the high gallium device treated with and without NaF. It can be

seen that a large boost in the Vsc and FF are observed as a result of the post deposition treatment.

This is in agreement with the samples grown at AIST and reports in literature [21, 149].

Table 5.3 Device properties of sodium samples prepared at NREL

Sample Voc (mV) Jsc(mA/cm2) FF (%) Eff. (%)
SLG 652 27 65 11.5

SLG + NaF 777 26.5 76 15.6

Samples were measured at the APS beamline 26-ID-C by XRF/XBIC with incident X-

ray beam energy above the gallium K edge (10.4 keV) and a spot size of 40 nm. The photon

energy was kept below 12 keV to maintain a small focal spot size. Therefore, selenium K

shell electrons were not excited (Se K edge = 12.66 keV). The fluorescence spectra were

fitted against a well quantified standard, and the data were corrected for thickness dependent

attenuation losses and depth dependent composition gradients as described previously and in

[89].

Figure 5.4 shows the difference between the XCE, CGI, and GGI, for NREL samples

treated with and without NaF post deposition treatment. The analysis was similar to the method

described in Chapter 4, utilizing a watershed analysis to identify grain boundaries. It can be

seen that for untreated samples (blue) the grain boundaries exhibit a lower collection efficiency

compared to the grain cores on average across all maps. This result is in agreement with the

previous study for high gallium CIGS devices. After NaF PDT, it is no longer clear if grain

boundaries over or under perform. On average, grain boundaries show an increase in collection
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Figure 5.4 Bar graph showing the average change in collection efficiency, [Cu]/[Ga+In], and
[Ga]/[Ga+In] , between grain boundaries and grain cores for samples treated with and without
NaF post deposition treatment. Each box represents the average change with 95 % confidence
intervals for an individual map, and the magnitude of the bar is the average across all maps.

efficiency, however individual maps show varied results. This change in collection efficiency

also appears to be independent of changes in composition. However in both samples, grain

boundaries exhibit an increase in CGI and GGI compared to the grain cores.

Table 5.4 Standard Deviation of elemental ratios from NREL with and with NaF treatment

Elemental Ratio SLG SLG + NaF
σCGI 2.8% 2.7%
σGGI 1.9% 1.8%

Table 5.4 shows the standard deviation for the CGI and GGI for samples treated with and

without NaF, across all maps measured. It can be seen that the standard deviation of both

the CGI and GGI decrease by 0.1% absolute after the NaF treatment. While these results

alone are not definitive, due to the small number of samples and difference that approaches
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the detection limits for this measurement, it does support the results from the PL study in the

previous section. More XRF data should be collected on more samples spanning a broader

range of Na concentrations to confirm these findings.

5.3 Spatial Distribution

To investigate the location of Na in the NREL sample with NaF PDF, a soft X-ray scanning

transmission microscope (STXM) was used at the Canadian Light Source [157]. Samples

for this microscope were prepared using a Focused Ion Beam (FIB) to mill a thin lamella

(100 nm to 200 nm) of the CIGS film in cross section and subsequently mounted on the post

of a molybdenum transmission electron microscopy half-grid. To reduce the risk for gallium

ion implantation and surface damage, the lamellae were further thinned using a low energy

beam after mounting. The STXM tool is capable of operating just above and below the Na-K

absorption edge (1070.8 eV) ensuring high sensitivity to small traces of this elements.

SX-STM results are presented in Fig. 5.5, showing the on-resonance absorbance image

(a) and the differential map (b) for a cross sectional lamella (< 200 nm) from a CIGS sample

treated with a NaF post deposition treatment . The image difference map is the difference

between the on-(1077 eV) and off-resonance (1068 eV) images at the Na-K absorption edge.

Bright spots indicate regions of high absorption in that energy range, hence, the presence of

Na. It is not surprising to find that the region with the most Na is the soda lime glass, which

is the dominating source of Na during CIGS growth. The next bright region of interest is

the interface between Mo and CIGS. Due to the high energy associated with surfaces and

interfaces, it is natural for contaminates/dopants to segregate and accumulate there. The same

segregation is observed towards the ZnO layer suggesting that Na from the soda lime glass can

diffuse through the entire CIGS film or Na exists from the PDT. While there is a clear presence
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(a) (b)

Figure 5.5 (a) On-resonance absorbance X-ray image of a thin lamella of a NREL NaF treated
sample. Pt was deposited to protect the surface during the FIB process. (b) Differential map
showing the subtraction of the off- from the on-resonance images. White spots indicate
regions of high absorption at the Na-K edge.

of Na at interfaces, detecting Na in the bulk is more challenging which points towards the

sensitivity limits of this measurement (∼1 at. %) and the limited spatial resolution (30 nm) for

detecting atomically sharp features like grain boundaries. Further tests need to be conducted

with increased dwell time to detect Na in the CIGS bulk.

5.4 Discussion

It has been shown that Na leads to a decrease in PL peak center fluctuations, and a

suppression of a sub-bandgap peak detected between 1.05 eV and 1.1 eV for samples grown

at AIST. It was also observed that an increase in collection efficiency is observed at grain

boundaries after the addition of a NaF post deposition treatment to the device fabrication

process for samples grown at NREL. This increase in collection at grain boundaries is not

correlated with a change composition within the detection limits of these measurements.

Overall the films were slightly more homogeneous with respect to CGI and GGI after the

NaF post deposition treatment. This increase in homogeneity supports the PL results, however

composition variations do not account for all of the changes observed in PL. X-ray transmission
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maps collected above and below the Na-K edge, for the NREL sample treated with NaF

PDT, showed an accumulation of sodium at the CIGS/Mo interface and the CIGS/CdS/ZnO

interfaces.

Moving forward, XRF mapping of the AIST sodium series will be conducted on the same

spot to correlate the changes observed in PL distributions directly with changes in composition.

This will help deconvolve effects from bandgap variations induced by gallium, and the potential

fluctuations induced by charged extended defects. Additionally, extending the energy range of

data collected at the SXTM to collect full X-ray absorption spectra can identify the chemical

environment surrounding Na at the interfaces.

81



Chapter 6

CIGS GROWTH: KINETICS OF PHASE FORMATION

In the Chapters 4 and 5, I examined the impact of composition variations between grains

and grain boundaries on device performance, as well as the impact of Na concentration on

bandgap fluctuations and composition variations. It was determined that copper rich grain

boundaries lead to improved carrier collection for low gallium absorbers, but does not benefit

high gallium absorbers. The question remains: how do these variations originate during

growth? The answer to this question is critical to begin engineering CIGS films with desired

properties (ie: copper rich grain boundaries). Studying the kinetics of material formation often

involves sophisticated characterization methods, and advanced analysis techniques [158–161].

In situ techniques commonly study the evolution of structure during growth, by XRD [161] or

reflection high energy electron diffraction (RHEED) [162]. These are necessary for studying

structural evolution, changing growth regimes, and providing insights into reaction pathways.

However, for materials like CIGS whose structure is stable over a wide composition range, and

an inhomogeneous distribution of elements are known to impact device performance, these

techniques are not suitable. This problem extends beyond CIGS to include material systems

like metallic alloys and glasses. To address this we implement, in situ X-ray fluorescence

microscopy to study the kinetics of nanoscale segregation during CIGS growth.

In the following sections, I describe: the design and construction of the in situ stage used in

this study, the CIGS growth process selected to investigate, and the results of the investigation.

The discussion of the stage and growth methods are also published in [163, 164].
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6.1 Development of an In Situ Stage

Designing a stage capable of conducting XRF measurements with sub-micron scale spatial

resolution, in situ required a strict set of design requirements:

• Target temperatures from room temperature up to 1000 ◦C

• Fast ramp rates (> 100 ◦C/min)

• Vertical sample mounting for installation at synchrotron beamline

• Reduce vibrations < 200 nm

• X-ray transparent window

• Actively cooled front plate

• Atmosphere control

• Exhaust system for toxic gasses

• Feature tracking

Achieving each of these requirements involved multiple design iterations. Figure 6.1(a)

shows the initial stage prototype with a simple quartz housing and optical heating element,

which failed to meet a majority of the design requirements including: Actively cooled front

plate, sub 200 nm vibrations, X-ray transparent window, and ability to hold the sample in

place. Iteration 2, shown in Fig 6.1(b) improved upon these, allowing for an X-ray transparent

window, and was able to achieve rapid heating. However, the close proximity of the sample to

the front plate, was a likely source for sample contamination. Iteration 3, shown in Fig 6.1(c)

improved further, introducing a clamping sample mount, which holds the sample away from

the front plate, and the resistive nichrome heaters allowed for rapid temperature ramp rates.

However, the sample mount still did not provide sufficient control over sample position, to

enable feature tracking. Iteration 6, shown in Fig 6.1(f) was the last iteration prior to the final
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(a) Protype #1 (b) Protype #2 (c) Protype #3

(d) Protype #4 (e) Protype #5 (f) Protype #6
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Figure 6.1 (a) Initial stage prototype with sample mounted flush against glass window and
large sample chamber. (b) Second stage prototype, telescope assembly, smaller sample
chamber, resistive heater. (c) Third prototype, utilized zyafoam insulation to hold sample in
place on top of resistive heaters. (d) Fourth prototype, utilized a spring loaded sample holder,
and a halogen lamp as the heating element. (e) Fifth prototype, added gas inlet/outlet ports
and reverted to a resistive heating element (f) sixth prototype, continued with a resistive
heating element, further reduced chamber volume, included mirror block for position tracking
with interferometry.

design implemented. Here, mirrors were placed on the back of the stage to track the position

via interferometry. The challenge however, was the inability to track the thermal expansion

of the sample. The pumping mechanisms for the water cooled front plate introduced large

vibrations to the stage.

Figure 6.2 shows a schematic and pictures of the final design of the in situ stage. The

front plate, back plate, and base of the stage was made from graphite, rather than stainless

steel, due to its high temperature tolerance, and resistance to corrosive atmospheres such as

H2S and H2Se, often used in CIGS growth. A quartz tube completes the outer stage enclosure

between the front and back plates. The graphite was impregnated with phenol to ensure that it
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Figure 6.2 Schematics and pictures of the in situ stage. (a) Exploded isometric view of all
important components of the stage. (b) Sample-facing view of interior components. 1:
sample; 2: graphite heater; 3: stainless steel (SS) reflector; 4: quartz flexures; 5: fixed quartz
post. (c) Close-up isometric view showing only the back plate, sample (blue), and
sample-mounting post and flexures. (d) Photograph of internal components. (e) Photograph
of internal components in profile view. 6: graphite contact post; 7: SS spring for capturing
graphite heater; 8: quartz-sheathed SS rod for electrical leads to graphite heater. Figure and
caption from [163]
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is impermeable, and will not release toxic gasses to the environment. The impregnation process

however limited the temperatures the graphite could reach, to below 180 ◦C.

To maintain the integrity of the phenol in the graphite and protect the sensitive X-ray optics,

active cooling is applied to the front plate. Water is delivered to the stage via a gravity fed

systems, once the water exits the stage, it is pumped through a heat exchanger and back to

a reservoir kept above the stage. A gravity fed system was selected to reduce the transfer of

vibrations from the pump to the stage, via the cooling lines.

A new sample mount was implemented utilizing three quartz flexures and one fixed post.

The fixed post limits the degrees of freedom for the substrate expansion by 1. This was intended

to allow for feature tracking while collecting measurements. The flexures allow the sample to

expand freely in the other three directions.

A laser cut graphite heater was used as a resistive heat source. Current flows through the

graphite and thermal energy is transferred radiatively to the sample. The unique design of the

heater seen in Fig. 6.2b allows for uniform sample heating, and more accurate 4 point current

measurements. The use of graphite and resistive heating allows for the fast temperature ramp

rates to temperatures > 800 ◦C that were required in the design specifications. The heater is

200 μm thick with a resistance between 80 Ω and 100 Ω. Keeping the graphite heater thin

reduces it’s thermal mass which also contributes to rapid temperature ramp rates.

6.2 Growth Methods

We studied the growth of CIGS layers via a precursor reaction process as described by Berg

et al. [40], with in situwith synchrotron X-ray fluorescence (XRF). The in situ stage, described

in section 6.1, is kept under an inert atmosphere to not degrade the graphite heater or provide

gases that could react with the CIGS film. In contrast to Berg, we used helium rather than
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argon to reduce the fluorescence signal from the atmosphere. Experiments were conducted at

the advanced photon source beamline 2-ID-D. The films were measured at two different beam

energies, above the Se-K absorption edge (12.8 keV) and above the Ga-K absorption edge

(10.5 keV), to allow sufficient sensitivity to all elements of interest. The beam full width half

maximum, limiting the spatial resolution for these measurements, was ∼ 150 nm. Films were

measured in their initial state, throughout the high temperature process, and again in the final

state. The data for the final films were corrected for absorption losses as described in Chapter

3.

CuInGa precursor films were co-sputtered on 2.5 cm× 2.5 cm molybdenum coated soda

lime glass substrates at the University of Delaware with a resulting average film composition

of [Cu]/[In+Ga] (CGI) = 0.78 and [Ga]/[Ga+In] (GGI) = 0.22 measured by laboratory XRF.

The metallic precursor layers were capped with 10 μm of evaporated selenium. The samples

were then cut to 1 cm× 1 cm prior to mounting in the in situ stage.

Figure 6.3 shows an example of a measured temperature time-temperature profile used

during in situCIGS film growth at a synchrotron beamline, compared to an industrially relevant

process [40] that has produced 13 % efficient devices. The CIGS formation process starts with a

fast ramp to 600 ◦C. This temperature is held for 25 minutes before the sample is rapidly cooled

to room temperature. In some samples, the pure He inert gas flow was replaced by diluted H2S

(1 vol% in He) for the last 5 minutes at 600 ◦C. We are capable of achieving heating rates of

∼ 25 ◦C/s and cool down from 600 ◦C to 30 ◦C in 3 minutes. This very high rate of heating

and cooling gives us unique control over growth profiles and processing conditions.

Temperatures were measured using thermocouples connected to a Keithley 2701 data

acquisition unit at 4 different locations in the stage throughout the process: at the graphite

heater, in the fixed post that supports the sample, at the cooling water exit, and at the front plate.
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Figure 6.3 Measured time-temperature profile from in situ growth stage (red) and profile
(black) reported in [40]. The inset diagram shows the evolution of the sample stack before
and after growth process.

Figure 6.4 Time temperature profiles measured at 4 different locations during a temperature
ramp. Fixed post is in direct contact with the edge of the CIGS sample and taken as the
sample temperature.
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These locations are shown in more detail in [163]. A typical time temperature profile for each

thermocouple is shown in Fig. 6.4. Initial measurements utilized a PID controller to maintain

a constant fixed post temperature. However, the reproducibility of ramp rates was limited and

safety limits would sporadically cause rapid decreases in the supplied power, leading to non-

ideal temperature control. To mitigate this, a the heater power output was manually set using

LabView. The heater power required to achieve a desired sample temperature was termined

by measuring a power-temperature calibration curve at the start of each experiment. The

desired power profile at the Keithley 2260B-80-13 was set through LabView. As a result, more

reproducible ramp rates were observed, and stable temperatures were achieved throughout the

process.

Large thermal temperature gradients (∼ 550 ◦C within 1mm to 2mm) were observed

between the sample and the front plate of the stage. The front plate needed to remain cool

(< 50 ◦C) to protect the sensitive X-ray optics. A unique challenge arose due to this large

temperature gradient. A non-negligible amount of selenium sublimed and condensed on both

the front plate and the 50 nm thick Si3N4 window. Microscope images of the windows mounted

on the front plate are shown Fig. 6.5. It is observed that a majority of the condensation occurred

near the edges of the window, closer to the actively cooled front plate. Because the incident

beam was positioned roughly in the center of the window, our measurements within a given run

were relatively unaffected, as XRF maps of ‘dirty’ and ‘clean’ windows could confirm. Despite

this test, it is still necessary to mitigate the selenium build up on the window, so the window

had to be replaced after each run. This became cost prohibitive as Si3N4 X-ray windows are

quite expensive, so we replaced the crystalline windows for found that Kapton® polyimide

films that can withstand the high temperatures.
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Figure 6.5 Microscope images of the 5mm2 × 5mm2 Si3N4 X-ray windows (top) andin situ
stage front plate (bottom) showing condensation of selenium on the windows after high
temperature processes.

6.3 Kinetics of Copper Segregation

The following study has been submitted for publication [165]. Figure 6.6 shows the

composition evolution of a CIGS film from room temperature to 600 ◦C over time. The

synthesis process is described in Section 6.2. The left column of the figure shows the evolution

of the selenium concentration over time. Rapid selenium evaporation is seen at the start of the

heating process, and then the concentration remains constant for the rest of the growth. The

right column shows the evolution of the Cu distribution, beginning before heating and ending

after heating to 600 ◦C. Changes in the mass concentration are related to both stoichiometric

and topological variations. At elevated temperatures the Cu distribution is highly non-uniform,

showing copper rich and copper poor regions, and upon cooling the uniformity increases.

We are not only interested in the change in copper distribution over time, but also changes

in indium and gallium, and the correlations between these elements. Figure 6.7 shows the
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Figure 6.6 Left column: the selenium concentration in arbitrary units, over time during
heating. The profile is divided into four regions, and shaded from blue to red corresponding
to low and high temperatures. The pre-heat region is prior to a rapid temperature increase
from 20 ◦C to 600 ◦C. The rapid increase in selenium concentration during the evaporation
stage is due an increase in Se concentration in the beam path. After evaporation the selenium
concentration remains constant from ramp and hold through cool down. Right column:
A10 μm x 10 μm copper concentration map with 200 nm step size showing the evolution of
copper distribution during CIGS growth process. All maps are placed on the same color scale.
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Figure 6.7 Spatial distribution of copper, indium and gallium concentration collected at
600 ◦C and 30, 37 and 49min. The meshed peak above the copper maps is the result of a 3D
Lorentzian fit of the copper rich particle seen in the top row. The dashed black line identifies
the center of the copper rich particle and shows the same position on each of the other
elemental maps. It can be seen that the copper rich region also corresponds to a decrease in
indium concentration. The bottom row shows the result of a cluster analysis between copper,
indium and gallium maps, identifying two unique compositional regions.

distribution of the Cu, In ,and Ga concentrations over time, with a distinct circular feature seen

in the copper channel. This region correlates to a very low concentration of indium, and the

features observed in the gallium map appear to anti-correlate with indium in some regions.

One would tend to fit the circular feature to a 2D Lorenzian or Gaussian function to track the

amplitude, width and center position over time. A Lorenzian fit is shown at the top of Fig. 6.7.

From this fit we observed a decrease in amplitude and increase in the width over time. In this

instance, the feature is easily identifiable, however by hand selecting the copper particle one
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introduces inherent bias. One must make assumptions about, which data points are of interest,

the shape of the particle, and requires a definition of the ’bulk’ concentration. This analysis

also neglects other features in the images that can exhibit similar or different behavior, and the

overall behavior of the background.

How can data be compared across maps and experiments including multiple features and

all data available? We approached this through the use of cluster analyses and classification

algorithms [166], the result of which is shown in the last row of Fig. 6.7. The data was clustered

to find two groups based on similarity in composition variations. Details on the analysis can

be found in Chapter 7. Once the groups were identified in a representative map, a Naïve Bayes

classifier was trained to label each pixel as a member of Group 1 or Group 2, for each map

collected throughout the remaining times and temperatures, using the same set of classification

criteria.

We identified a copper rich group (Group 2) with an average stoichiometry of

Cu1.1In1.7Ga0.2Se2.0 and cooper poor group (Group 1) with an average stoichiometry of

Cu0.9In2.0Ga0.2Se2.0. The selenium concentration was estimated from measurements collected

above the selenium edge at 12.8 keV. We found that selenium is on average 65% of the cation

concentration and the Ga/In ratio was lower than expected from the metallic precursors. We

attribute these differences to element-specific evaporation rates. The unique stoichiometry of

each group, is the result of the CIGS growth taking place in a mixed phase regime, and the

large depth penetration of the X-rays. The composition of each group is based on the average

composition with respect to the thickness, and the combination of three phases: α-CuInSe2 ,

In4Se3 , Cu2In [167]. Given the small Ga/In ratio (∼ 10%) in our films, we approximate the

quaternary CIGS phase diagram with the well-established ternary CIS phase diagram [168].

The CIGS phase was validated using XRD. Figure 6.8 shows the 2θX-ray diffraction scan

of a CIGS film after annealing at 500 ◦C for 25 minutes. A Phillips PanAnalytical High
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Figure 6.8 Powder X-rat diffraction scan of CIGS films annealed at 500 ◦C at APS beamline
2-ID-D.

Resolution X-ray Diffractometer was used with a Cu- Kα source. A nickel attenuator was used

to suppress the contribution from the Cu- Kβ transition. The presence of secondary phases is

expected and in good agreement with the compositional analysis. The Mo substrate can be

seen clearly at ∼ 40.5°.

To investigate formation kinetics of each group and the rate of elemental segregation

between Group 1 and Group 2, we heated separate samples to 500 ◦C, 550 ◦C and 600 ◦C for

25min. We applied the previously described classification algorithm to each map to identify

pixels belonging to either Group 2 (copper rich) or Group 1 (copper poor). Copper segregation

was of greatest interest because it exhibited the largest variations and most significant trend

over time. Elemental segregation between the groups was determined by plotting the difference

between the average copper concentration in Group 1 and Group 2 over time, shown in Fig. 6.9

for each temperature measured. With increasing temperature from 500 to 550 and 600 ◦C, the
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Figure 6.9 Difference in copper concentration between Group 1 and Group 2 over time, at
500 ◦C, 550 ◦C and 600 ◦C. The dashed line is the result of a linear fit, weighted by the
uncertainty on each datapoint. The shaded region are the 95% prediction intervals for the
slope.

rate of change in copper concentration from Group 2 to Group 1 decreases in magnitude from

17 nmol/(cm2min) to 11 nmol/(cm2min) and 4 nmol/(cm2min). Contrary to what one

expects from thermally activated processes we observe the molar flux of copper to decrease

with increasing temperature. This indicates that the phenomena that we observe is not driven

by thermal energy, but rather by changes in chemical potential, originating from micro-scale

compositional variations.

In order to validate these results we investigated the pseudo binary phase diagram between

In3Se2 and Cu3Se2, shown in Fig. 6.10. The black stars mark the average composition of the
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Figure 6.10 The pseduo-binary phase diagram along the In3Se2 - Cu3Se2 tie line. α-CIGS
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composition from which the pseudo-binary diagram was isolated. Data based on Gödecke et
al. [167]

films at each temperature measured. The blue regions depict where the growth occurred, and

it is clear that at 500 ◦C the composition of the film is within a mixed phase regime. Based

on the average film stoichiometry, we estimate 70% α-CIGS and 30% In4Se3 for Group 2,

and 45% α-CIGS and 55% In4Se3 for Group 1. Cu2In is negligible in both cases based on

stoichiometry. Using the temperature dependent Gibbs free energy according to ref. [169] for

α-CIGS and ref. [170] for In4Se3, these constituent phases results in an estimated free energy

of −1089 kJ/mol for Group 2 and −902 kJ/mol for Group 1. This difference in free energy

creates a driving force for a net copper flow from Group 2 to 1 which supports our molar flux

measurements at 500 ◦C.

At 550 ◦C, the material is in a different regime where α-CIGS is in equilibrium with two
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liquid phases, L1 and L2 replacing In4Se3 and Cu2In, respectively. With Group 2 having a

higher copper concentration than Group 1, we attribute L1 to Group 1 and L2 to Group 2.

The positive flow rate from Group 2 to 1 is likely due to the monotectic reaction between

L1 ↔ L2 + α [167]. Why does the molar flux decrease with increasing temperature? At

higher temperatures, the thermal equilibrium is reached quicker, leading to a smaller net flow

from Group 2 to 1. Higher flow rates occur earlier during the RTP, which we were unable to

quantify due to a combination of the initial substrate expansion and limited time resolution. At

600 ◦C it is evident that there is no net flux of copper between the two groups, likely due to the

fact that diffusion through liquids is much faster than solid state diffusion and the system has

already reached equilibrium.

These studies show that copper is the driving force for phase stabilization in CIGS, more so

than In, or Ga, indicating that controlling the copper concentration during growth would have

the largest impact on the resulting material properties. We have shown that in situ XRF can be

used to study the elemental diffusion in quaternary material systems with structural stability

over a wide range of compositions. This opens up new avenues for materials engineering,

where composition is the driver for material properties rather than structure. We are also able to

study elemental segregation under real growth and industrially relevant processing conditions.

One can imagine the potential for these studies to provide the necessary insight to control where

and to what extent elements in any material system segregate during growth.

Future studies would be benefited by slower ramp rates and faster measurement acquisition

times. While 3 minutes per map appears sufficient, in the current study, to capture the general

trend during growth, it is well known that a series of reactions between elemental precursors

take place prior to CIGS phase formation on time scales faster than 3 minutes [168, 169, 171].

Faster acquisition times enabled by next generation synchrotron light sources and beam lines

[98, 172], could allow for the detection of changes between each rate limiting step and the
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spatial and compositional dependence of these rates. It would allow for larger sample areas

and smaller step sizes to provide greater statistics. Currently, only 1 - 2 copper rich particles

are detected per map, contributing to the rather large confidence and prediction intervals shown

in Fig. 6.9.

However, larger measurement areas, smaller step sizes, and more maps collected per

minute will contribute to the complexity of the data set, highlighting even further the need

for machine learning techniques to be used in the analysis. Along with the increased data sizes

the inherent uncertainty in each of the data points and their resulting classification will need to

be accounted for. Propagating experimental uncertainty through the clustering, with methods

like fuzzy c-means, and filtering out data with large uncertainties, using non-deterministic

classifiers, will result in a reduced uncertainty. Additional, error handling, and accounting

for the ’fuzziness’ of experimental data, will lead to better informed decisions based on the

results.

These techniques offer the opportunity to unravel the kinetics that govern material

processing. Applying these techniques to study precursor layers with varied composition and

starting compounds, substrate templating, and varied time-temperature growth profiles will be

of interest as well. Additionally material systems beyond CIGS, also dominated by fast growth,

localized heating, and a high degree of functionality and property tuning, such as additive

manufacturing, could highly benefit from this approach.
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Chapter 7

MACHINE LEARNING FOR CORRELATIVE X-RAY MICROSCOPY

In the following sections, I describe the development and evaluation of machine learning

algoritms used to handle the large amount of data generated from in situ measurements

described in Chapter 6. I also I revisit data from the gallium investigations (Chapter 4 to

evaluate the potential range and scope of the machine learning algorithms used here. These

findings are also published in [173].

7.1 Evaluating the Impact of Sample Size

A challenge with these measurements is the trade-off between XRF map area, spatial

resolution, and dwell time. The current optimized processes allows us to collect a 7 μm× 7 μm

map in ∼ 200 s. However, with this area, we only capture between 1 and 3 features per map.

The small number of features, combined with substrate expansion and elemental segregation

occurring on a time scale << 200 s, requires the use of clustering and classification techniques

to compare features across maps. A goal of this study is to determine the necessary map size

relative to feature size necessary to classify two unique composition regions in the XRF data.

7.1.1 Methods for Data Collection

XRF maps were collected at the Advanced Photon Source Beamline 2-ID-D, utilizing the

temperature and ambient controlled in situ stage described previously. The incident beam

energy was set above the Gallium K edge (10.5 keV) to allow for sufficient sensitivity to all
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cations, and the beam spot size was 200 nm. The incident beam angle was 90°, perpendicular

to the sample surface, and the detector was 47° from the sample surface. The dwell time

was 100ms. Fluorescence spectra were fitted against a well quantified standard using the

MAPS package developed at APS, following the procedure described in Chapter 3. Due to the

uncertainty in film thicknesses at elevated temperatures, the composition was not corrected for

attenuation.

In order to isolate unique composition regions within the map, two classification techniques

were implemented. An unsupervised Gaussian mixture model (GMM) was used to cluster the

XRF composition data based on the probability that an individual pixel falls within one of two

Gaussian distributions, whose centers are identified using the k-means method. The clustering

is based on the expectation-maximization algorithm, wherein the likelihood that each pixel

falls within a given distribution is maximized [174]. We also implemented a Naïve Bayes

classifier, to predict whether a new data point falls into one group or another based on an initial

set of training data. The classifier is based on Bayes’ theorem that describes the probability

of an event occurring based on prior knowledge of conditions related to that event. More

information about Naïve Bayes and Gaussian mixture models can be found in [175]. Both

models were implemented in Python using the Scikit-Learn package [166].

7.1.2 Unsupervised Clustering vs. Supervised Classification

To understand the difference between unsupervised machine learning (clustering) and

supervised machine learning (classification algorithms), consider a set of 100 previously

unknown songs, from which you want to separate the songs into genres of pop and classical

music. Rather than listening to all 100 songs and labeling the songs by hand, you could search

for unique features (variables) that are distinct between the two groups, like the number of
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lyrics, or the year the song was produced. By plotting these two variables against one another,

two distinct groups (clusters) should emerge in which, the data points that fall closest to one

another belong to the same genre. By listening to one song from each cluster, the appropriate

genre can be applied. This is unsupervised learning, because the genre of each song was

previously unknown.

Once each of the data points have been labeled as either pop, or classical, a classification

algorithm can be trained to assign a genre to any new song based on the number of lyrics and

the year the song was produced. This is supervised learning because genre of each song in the

input set was previously known.

In the case of in situXRF data, the elemental segregation the film is unknown, requiring the

use of a cluster analysis to separate the data into compositionally unique groups. This is done

unsupervised using directions of maximum compositional variance (based on the principle

components described in Section 7.2 as the appropriate features. In order to track changes in

these groups over time, temperature, and across samples, a classification algorithm is used to

label each pixel in each new map collected at specified time and temperature.
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Figure 7.1 47.5 μm× 49 μm XRF maps of Cu (a), Ga (b), and In (c) with a
500 nm× 500 nm pixel size taken at 300 ◦C.

Figure 7.1(a-c) shows Cu, Ga, and In XRF maps, respectively, collected from the CIGS

precursor stack, after 25min, at 300 ◦C. The total collection time for this map was ∼ 50

101



min. The gallium and indium channels show a unique formation of islands not evident in the

copper map. Indium shows a clear anti-correlation with the gallium channel which is expected,

because they are substitutional in the CIGS lattice. The correlation with copper however is not

intuitive. In some areas copper and gallium appear to correlate positively, in others negatively.

This highlights the need for clustering, to separate these two regions, in order to be able to

track each composition region throughout changing time and temperature. However, in some

cases a 50 minute collection time is not practical, and smaller maps need to be taken, while

still being representative of the larger map. In this case, the question is: what map size should

be selected?

(a) 4 x 4 pixel2 sub-map (b) 12 x 12 pixel2 sub-map (c) 25 x 25 pixel2 sub-map

Figure 7.2 Diagram showing the differing submap sizes selected from the same image

To identify the necessary size of the input data set input data set, a moving box analysis was

conducted on a large (47.5 μm× 49 μm) XRF map. The map was divided into sub-maps of

varying sizes ranging from 2x2 pixels, 4x4 pixels, etc. up to 30x 30 pixels such that a minimum

of 9 sub-maps were extracted form the original map. Examples of sub-maps selected, relative

to gallium feature size are shown in Fig. 7.2.

Two clusters within each submap were selected to ensure that each cluster is

compositionally unique. More than two groups resulted in composition distributions that

102



were not isolated form one another. Because Naïve Bayes (NB) is a supervised technique, the

model needs to be trained with an initial set of input data with corresponding labels, identified

as the true case. The labels were taken from the GMM, that was applied to the bottom left

sub-map closest to (X,Y) = (−25 μm, −25 μm). As the sub-map size increases the size of the

NB training data set also increases.

(d) (f)(e)

X position (µm)

N
B C

lassified G
roup

Y 
po

si
tio

n 
(µ

m
)

X position (µm)

N
B C

lassified G
roup

Y 
po

si
tio

n 
(µ

m
)

X position (µm)

N
B C

lassified G
roup

Y 
po

si
tio

n 
(µ

m
)

(a) (b) (c)

X position (µm)

G
M

M
 C

lassified G
roup

Y 
po

si
tio

n 
(µ

m
)

X position (µm)

G
M

M
 C

lassified G
roup

Y 
po

si
tio

n 
(µ

m
)

X position (µm)

G
M

M
 C

lassified G
roup

Y 
po

si
tio

n 
(µ

m
)

Figure 7.3 (a)-(c) Spatial distribution of the binary pixel classification using an unsupervised
Gaussian-Mixture-Model for 1 μm× 1 μm, 8 μm× 8 μm, and 47.5 μm× 49 μm sub-maps
respectively. (d)-(f): Binary classification using a supervised Naïve Bayes (NB) model using
the same sub-map sizes as (a)-(c). The entire map includes 9,310 pixels. The black bar in (b)
and (d) at Y > 17.5 μm is due to the size of the sub-map, such that this area was not classified.

Figure 7.3 (a)-(f) shows the distribution of pixels classified either Group 0 or Group 1

based on the size of the sub-map using the GMM(a-c) or Naïve Bayes (d-f). Because the

GMM is unsupervised, the model always finds two clusters within the sub-map, independent

of the labels applied to previous sub-maps. This is evident in Fig. 7.3(a) where the size of the

identified groups is much smaller than what can be seen by looking at the XRF maps (see also
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Fig. 7.2(a)). Interestingly the same sub-map size, classified using NB (Fig. 7.3d), identifies

groups much closer to what can be seen from the XRF maps. This is because rather than

always identifying two clusters in each map, it labels each pixels based on the probability that

it belongs to one group or another. Additionally, in this particular case it is likely that the initial

training set for the NB model included pixels that belong to both groups (based on the final

map). This correlation between the smallest sub-map and the final map would change if the

entire training set belonged to Group 0 or Group 1. This can lead to entire maps being classified

as Group 0 or Group 1. This makes the process highly repeatable and increases the similarity

between the classified pixels. As the sub-map size increases Fig. 7.3(b,e), the groups identified

by each method converge, and are more representative of the features apparent from the XRF

map. The rectangular area at Y > 17.5 μm, is due to the size of the sub-map selected. An

additional 16 pixel x 16 pixel sub-map would not fit entirely in this region, and for this reason

it was unclassified. Figure 7.3(c,f) show the classification of the entire XRF map using GMM

and NB respectively. If the training set used is not representative or dissimilar from the test

data set, this can lead to a large uncertainty in the classification. This will be discussed further

in Section 8.4.

Figure 7.4 shows the distribution of the mean composition of each group as a function of

the sub-map size (moving box length). Atomic percentages are calculated by dividing each

element by the sum of all cations (Cu, In, Ga) for a given pixel. The mean composition was

calculated from the composition of the pixels identified as Group 0 or Group 1 for both GMM

(Fig. 7.4 a-c) and NB (Fig.7.4 d-f). It can be seen that, as the sub-map length increases, the

variance in the average group composition decreases. Note also that as the sub-map length

increases the number of sub-maps decreases, leading to a smaller sample size N. For 2 pixel

by 2 pixel map, N = 2303, for 10 pixel x 10 pixel, N = 81, and for 30 pixel x 30 pixel, N = 9.

The smallest sub-map size (2 pixel x 2 pixel) does not succeed in identifying compositionally
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Figure 7.4 Box plots showing the distribution of average copper, indium and gallium
composition for each group, identified using a Gaussian mixture model(a)-(c), and a Naïve
Bayes model (d)-(f). Top, middle and bottom of the box represent the 75, 50, and 25
percentiles respectively. The edge of the whiskers are the maximum and minimum of the
sample set. The red group corresponds to Group 0 from Fig. 7.3, and the blue group
corresponds to Group 1. The dashed lines represent the average composition of each group
when the entire map is clustered using the Gaussian mixture.

unique groups, for either model, with an observable overlap of the whiskers of each groups

box plot. This indicates that a 2 pixel x 2 pixel map is not sufficient to describe the data. While

the GMM results in a similar variance for both groups, NB results in Group 0 having a very

small distribution and Group 1 having a very large distribution. In our application, we seek to

determine the smallest submap size for which the box plots no longer overlap and the groups

can be clearly distinguished from each other. This identifies the minimum map size necessary

to identify compositionally unique groups. If the features observed in the map are not similar

105



Figure 7.5 Confidence Intervals for average group composition as a function of sub-plot
length. Dashed lines are the confidence intervals corresponding to the Gaussian mixture
model, and solid lines correspond to the Naïve Bayes classifier. (a-c) compares the
confidence intervals for Group 0 across Cu, Ga, and In respectively. (d-f) compares the
confidence intervals for Group 1

in size across all elements, this could lead to more than two groups being identified, and require

more training data to identify the clusters. For NB this critical size is different for each of the

elements. One can see that fewer data points are necessary to classify unique groups using a

NB model, than a GMM. It is also interesting to note that with a feature size of ∼ 5 μm, only

1 - 2 features are necessary to classify the data. The requirement of smaller map sizes for NB

than GMM becomes even more apparent if a larger number of clusters is identified. More data

will be necessary to accurately identify each new subgroup.

To better visualize the difference between the two models, Figure 7.5 shows the 95 %
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confidence interval (C.I.) for the average group composition for Cu, Ga, and In for both

classification methods. As the sub-map size increases, the confidence interval decreases for

both cases and all elements. It is interesting to note that for the 2 pixel x 2 pixel sub-map, the

Group 0 NB classifier has the narrowest confidence interval. This corresponds to the narrow

distribution observed in Figure 7.4 (d-f), likely due to the small data set that was used to train

the model, which resulted in narrow composition regions for Group 0. For Group 1, both NB

and GMM have similar C.I. across all elements. Between the sub-map length of 4 and 20 pixels

the NB classifier out performs the GMM, with a smaller C.I. for the average group composition.

For sub-maps larger than 20 pixels, both models perform similarly.

Another parameter that is important when comparing these models, is the fraction of pixels

attributed to Group 0 and Group 1. Figure 7.6 shows the distribution of these fractions as a

function of sub-map length for both models. At small sub-map sizes, we note for both models a

wide distribution that overlaps between the two groups. The dashed lines in each plot represent

the group fraction based on clustering the entire XRF image. With a sub-map length> 20 pixels

or 10 μm, NB begins to converge on the ’true’ ratio of Group 0 and Group 1.The GMM model

converges on the average, as would be expected, but the distribution is very wide, leading to

higher uncertainty than the NB model.

7.1.3 Summary

In this study we showed the potential for machine learning techniques to be applied to

in situ XRF data to interpret a 9,310 pixel map of 3 separate elements, as two classes of

pixels. To understand the strengths and limits of this approach, we compared an unsupervised

Gaussian mixture model and a supervised Naïve Bayes classifier. For smaller sample sizes

the supervised NB classifier out performed the unsupervised GMM. However, as the sample
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(a) (b)

Figure 7.6 the distribution of the number of pixels identified per group (Red = Group 0, Blue
= Group 1) relative to sub-map size. The dashed line represents the ’true’ group
concentration based on a full XRF map clustering. Top, middle and bottom of the box
represent the 75, 50, and 25 percentiles respectively. The edge of the whiskers are the
maximum and minimum of the sample set.

size increased, the two models converged. The NB classifier was also able to predict the

fraction of each group with less data, and with a smaller maximum-minimum spread than the

GMM. More specifically, we were able to determine that the NB classifier is able to identify

compositionally unique groups from a map size 5 μm× 5 μm, which is on the order of the

feature size. The unsupervised GMM required an input map size of at least 7 μm× 7 μm for

the same feature size. In the following section, we will apply these methods, to understand

elemental segregation during CIGS growth. Understanding the relationship between feature
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size and map size, enables us to not intervene when dealing with data that has features moving

and changing shapes.

7.2 Revisiting the Watershed Analysis

The results from the in situ growth study described in Section 6.3, showed the potential

for machine learning techniques to separate XRF data into unique compositional groups based

on variance within the data. In an effort to validate these results and the algorithms used, I

revisited the data presented in Chapter 4. In the previous study we used a watershed analysis

to separate the XRF data into regions of grain cores and grain boundaries for two CIGS devices

with varying gallium concentrations. We found that grain boundaries tended to be copper and

gallium rich. While in low gallium devices this correlated with increased current collection, in

high gallium devices grain boundaries under performed with respect to grain cores.

How would these results vary if a cluster analysis was used to segment the data rather than

the watershed method? Can machine learning techniques be used to identify grain boundaries

in these films without the need for user input? The use of the watershed method has the potential

to introduce bias, because a blurring threshold is applied manually and final approval of the

watershed image is done by eye. We have shown that there is good agreement between the

watershed applied to an XRF image and a corresponding back scattered SEM image of the

same spot.

Figure 7.7 shows a comparison between a copper XRF map (Fig. 7.7a), the corresponding

watershed analysis (Fig. 7.7b), and label map generated from the cluster analysis (Fig. 7.7c).

The uncorrected copper map represents the topology of the film, with the low concentration

regions correlating with a thinner region of the map. It can be seen that the watershed (used to

identify grain boundaries), correlates with the lower concentration regions very well.
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Figure 7.7 (a) 10 μm× 10 μm Copper XRF map of low gallium CIGS cell described in
Chapter 4. (b) Corresponding watershed map identifying grain boundaries in map, value of 1
is grain boundary. (c) Label map generated from cluster analysis. Color scale corresponds to
group number.

To generate the label map multiple data processes steps were used. Absorption corrected

and thickness normalized atomic ratios of copper, gallium and indium were placed in a column

matrix X with the shape [N x p] where N is the number of pixels in the XRF map, and p is

the number of elements of interest (in this case p = 3). The matrix X was then centered and

normalized such that the average along each column equals zero and the standard deviation of

each column equals 1. These steps are important to not weight the data in favor of elements

that are more abundant (like indium or copper) or data that varies over a wider range. What is

of interest in this study is the relative changes in distribution between the elements.

A principal component analysis (PCA) on X was conducted. PCA projects the data along

axes of greatest variance and is often used to reduce the number of dimensions in the data and

eliminate highly correlated features. This is accomplished by an eigenvalue decomposition of

the covariance matrix of X . Equation 7.1 describes the covariance of data matrix X between

variables j and k (in this case element j and element k). This also highlights the importance of

centering the data around 0, as it is a necessary step for calculating the covariance. Equation

7.2 shows the calculation of covariance of an entire matrix by multiplying a matrix by its
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transpose. N − 1 is used rather than N because the true mean of the population is unknown

and is estimated based on the sample mean.

Xjk =
1

N − 1

N∑
i=1

(Xij − X̄j)(Xik − X̄k) (7.1)

Xcov =
Xµ=0 ∗XT

µ=0

N − 1
(7.2)

Equation 7.3 shows the eigendecomposition of the covariance matrix Xcov into a matrix of

eigenvectors ν and eigenvalues λ. The eigenvectors are the orthogonal directions of greatest

variance, and the eigenvalues are their corresponding magnitude (ie: the largest eigenvalue

corresponds to the direction of greatest variance, and in this case the first principal component).

The product of data matrix X and the eigenvector matrix ν is the linear projection of the data

along the direction of maximum variance. More information about eigendecomposition is

available in [176].

Xcovν = λν (7.3)

Figure 7.8 shows the results of the principle component analysis applied to the same XRF

map shown in Fig. 7.7(a). It can be seen that the first two principle components show

unique features and account for orders of magnitudes greater variance than the third principle

component. This also highlights the potential for PCA to reduce noise in the data similar to

an approached used to fit XRF spectra described by [127]. Based on this analysis the first two

principal components were selected, which describe > 99% of the variance within the data.

The data were then clustered into two groups, to mimic the identification of grain cores

and grain boundaries utilized previously. Similar to Section 7.1.1, a Gaussian Mixture Model

was applied to the first two principle components. The label map shown in Fig. 7.7(c) is the

resulting classification of each pixel. The pixel classifications for the large (10 μm× 10 μm)
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Figure 7.8 Principle Component Maps

overview map were then used to train a Naïve Bayes classification algorithm, to apply the

same set of ”rules” for classifiying pixels in the smaller 2 μm× 2 μm high resolution maps of

the grain boundaries. The classification algorithm was used to label 10 maps each containing

2500 pixels for the low gallium device and 7 maps containing 1600 pixels for the high gallium

absorber.

Table 7.1 Clustered group composition and comparison with watershed analysis

Low Gallium High Gallium
Group 1 CGI 88% 99%
Group 2 CGI 83% 95%
Group 1 GGI 36% 70%
Group 2 GGI 32% 66%
Group 1 XCE 95% 44%
Group 2 XCE 92% 45%
Group 1 Pixels on GB 76% 64%
Group 1 Pixels on GC 27% 31%

The results of the clustering analysis were found to be in good agreement with the results

obtained from the watershed analysis from Chapter 4 and are summarized in Table 7.1.

Interestingly, the composition of the two groups identified are in line with the composition

of the grain boundaries and the grain cores identified previously. Group 1 had a higher copper

and gallium concentration than Group 2 in both low and high gallium films. Interestingly the
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difference between the two groups was observed to be greater than the differences measured

between the grain boundaries and grain cores. For the low gallium film the copper and gallium

rich group also exhibited increased collection efficiency measured by XBIC. This was not the

case for the high gallium absorber, where the copper and gallium poor group showed a slightly

higher collection efficiency.

It was also important to determine the locations of pixels identified as Group 1 or Group

2 to check they are in agreement with grain boundaries and grain cores identified form the

watershed analysis. These results are shown in the bottom two rows of Table 7.1. It can be

seen that, for the high gallium absorber 76% of all the pixels identified as grain boundaries were

labeled as Group 1 (copper and gallium rich), and only 27 % of Group 1 pixels were located

on regions identified as grain cores. The grain boundaries in the high gallium film also have a

larger percentage of Group 1 pixels than grain cores, but this difference is smaller than for the

low gallium film. This also supports the findings in the previous study that there is a smaller

difference between grain boundaries and grain cores in high gallium films, because there are

fewer Group 1 pixels on the grain boundaries.

These findings can also be used as a validation for the machine learning techniques used

in the study of copper segregation during growth. These unsupervised techniques were used

to find the same composition variations that were identified from significant input from the

researcher and prior knowledge of the samples. However, this also highlights a challenge

associated with unsupervised machine learning techniques. How does one bridge the gap

between arbitrary group labels (1 or 2) and something more meaningful labels (ie: grain cores

and grain boundaries). Unsupervised techniques should not be used alone, and in both cases

presented in this chapter, were supported by other analysis/approaches.
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Chapter 8

CONCLUSIONS AND RECOMMENDATIONS FOR FUTURE WORK

The purpose of this work was to investigate the impact and origin of inhomogeneities in

CuIn1−xGaxSe2 thin film solar cells. The unique tunability and inherent inhomogeneity of the

composition in this system, mainly in terms of the [Ga]/[Ga+In] and [Cu]/[Ga+In], presents

unique challenges [19, 70, 72] and opportunities [22, 57, 90, 165].

Based on these studies we found that the distribution of copper plays a critical role in the

electrical properties of CIGS absorber layers as well as during absorber layer growth. Copper

rich grain boundaries were determined to correlate with increased X-ray collection efficiency

(XCE) in absorber layers with 30 % gallium addition. In absorber layers with 60 % gallium

addition, a negligible change in the average copper concentration was observed at the grain

boundaries compared to grain cores and the correlation between copper concentration and XCE

was just above the detection limits. Copper was also determined to segregate the quickest

during growth as well as being a driver for secondary phase formation.

It was also determined that the decrease in performance of high gallium absorber layers

could be related to multiple factors, including a bi-modal distribution in grain sizes. It was

observed that smaller grains under performed compared to larger grains. Grain boundaries

under performed on average compared to grain cores in high gallium absorbers. Additionally,

the copper concentration varied less compared to low gallium absorbers. The NaF post

deposition treatment was determined to have a negligible impact on composition variations, but

a large impact on variations in the bandgap measured by photoluminescence. It was determined

that reduction in electrostatic potential fluctuations is likely to contribute to the increase in Voc

and FF observed.
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Moving forward there are multiple avenues to improve upon the characterization

framework developed thus far and discussed in the previous chapters.

8.1 Attenuation Corrections

Chapter 3, describes the experimental methodology used to correct for X-ray attenuation

losses in multi-layered structures. This analysis makes several assumptions that can be

improved for increased accuracy and broader applicability to other materials and layer stacks.

These assumptions include:

• Fixed layer thickness

• Fixed film composition

• Negligible secondary fluorescence

The fixed layer thickness is acceptable for CIGS films and was estimated to contribute ∼

10% uncertainty to the correction. This is due to the surface roughness of typical films ranging

from ∼ 100 nm to 200 nm. This will increase for films with larger surface roughness, and for

different measurement geometries, particularly geometries that create longer path length for

the incident beam and/or exiting fluorescence.

For the CIGS films under study we showed that depth dependent composition variations

had a negligible impact on the correction factor. Thus, assuming a fixed absorber layer

composition used for calculating the materials attenuation coefficient (µ), was acceptable for

these films but may not hold true for other material systems, for example, metal nanoparticles

in a polymer matrix, or materials with strong phase segregation.

Both of these assumptions can be mitigated by implementing an iterative approach to the

correction. Using elemental concentration on a pixel by pixel basis to calculate a unique

attenuation coefficient, and estimate the thickness across the entire map is an important step.
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Using this information in combination with the measurement geometry would allow one to

use information from the surrounding pixels to correct the current pixel. This process will be

repeated iteratively until the correction converges.

Assuming negligible contribution of secondary fluorescence introduced an estimated ∼5%

uncertainty in XRF quantification, based on calculations conducted by Mainz and Klenk on

CIGS films [177]. Implementation of a calculation similar to that described by [178] would

reduce the uncertainty and allow for this method to be applied to a wider range of materials.

All of the additions described above would not only benefit the corrections used for X-ray

fluorescence data, but corrections for X-ray beam induced current data as well.

8.2 Correlative Operando Microscopy

In Chapter 4, correlative operando microscopy was used to investigate composition

variations between grain cores and grain boundaries and their effect on local carrier collection

efficiency. The following are areas for improvement from the current study:

• Correlation of XBIC results to full device parameters, especially the evaluation of dark

current effects, when local illumination corresponds to high minority carrier density

• Implementation of XBIV to investigate the effects of composition variations on voltage

• Measuring XBIC and XBIV under light bias and at elevated temperatures to replicate

real operating conditions.

The implementation of temperature dependent XBIV [91] and bias dependent XBIV have

been conducted [110], however correlating composition variations with XBIV is still on going.

The introduction of light, bias and temperature enables characterization of current and voltage

characteristics of solar cells under real operating conditions. XBIV however has difference

challenges than those associated with XBIC, as described in [110] and shown in Fig. 2.15.
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Due to the logarithmic dependence of voltage on injection level, it can be unclear from XBIV

alone if a positive ∆V corresponds to a good or poor performing region. This highlights the

importance of combining XBIV and XBIC for evaluating cell performance.

In Chapter 5, photoluminescence microscopy was used to investigate the impact of Na

concentration on bandgap fluctuations in CIGS devices. PL microscopy also lends itself toward

operando measurements. Studies thus far however have yet to reveal correlations between PL

peak center, position, or width, electrical properties (current or voltage). Given the known

dependence of Voc on bandgap described in Equation 2.3 and 2.4, this has been surprising, as

well as reports of the importance of bandgap fluctuations in these devices [70,72]. This could

be due to the very high injection levels induced by the laser used for these measurements,

changing the dominant recombination mechanism. Investigating the injection dependence of

the current and voltage characteristics will be important for enabling operando PL microscopy.

8.3 In Situ X-ray Fluorescence Microscopy

In Chapter 6 the design and implementation of a heating stage for in situ XRF

measurements was discussed. The stage is capable of achieving temperature ramp rates

> 300 ◦C/min and vibration stability < 200 nm, and the atmospheric control to inert and

corrosive gasses such as H2S and H2Se. The application of in situ XRF to study the growth of

CIGS absorber layers via a rapid thermal growth process was also discussed. In situ XRF is

ideal for studying growth kinetics of materials with structural stability over a wide composition

range like CIGS. Learnings from these studies will lead to next generation in situ stage design,

as well as new in situ growth studies.

The next generation XRF stage should be designed to ensure the ease of use for a broader

range of samples, and include more flexible measurement geometries. The quartz flexures used
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currently allow for substrate expansion, but are very brittle, and make the process of sample

exchanges very time consuming. A new, more flexible sample mount, should be designed

to allow for samples with variable sizes rather than the fixed 1 cm× 1 cm that is currently

utilized, and increase the speed of sample changes. Additionally, utilizing a curved X-ray

transparent front plate , possibly made out of Kapton, will enable broader range of measurement

geometries, and the use of additional detectors for other measurements, like XRD. However,

the specifications met by the current stage will need to be carried over in any new design

iterations.

The next generation of CIGS growth studies utilizing the in situ stage should be geared

towards tuning, heating and cooling rates, investigating alternative precursor layer stacks, and

investigating CIGS layers with varied gallium concentrations. In the study described in Chapter

6, it was observed that the cation/anion ratio was greater than the 1:2 expected for CIGS.

This was attributed to the rapid heating rates leading to excess selenium evaporation. Slower

heating rates should be investigated to improve selenium evaporation rates during growth.

Additionally, altering the compounds used in the precursor stack from elemental Cu,In,Ga, and

Se to selenides (CuSe2, Ga2Se3, In4Se3), could reduce the selenium lost to evaporation during

growth. It would also be of interest to investigate copper segregation as function of precursor

compounds and stoicheometry to better control the rate of copper segregation. These studies

can lead to investigations of patterned substrates to promote copper segregation to desired

regions, such as grain boundaries.

8.4 Data Analytics and Machine Learning

In Sections 7.1.2 and 7.2, machine learning techniques are applied to identify unique

composition regions in XRF maps of CIGS absorber layers, both during growth and in
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completed devices. It was shown that unsupervised learning techniques including clustering

with Gaussian Mixture Models can be validated, using a watershed analysis (which correlates

grain boundaries) and pseudo-binary phase diagrams. It is interesting to note that the directions

of largest variance within the data, identified statistically, are also the trends identified with

significant input from the researcher. A moving box analysis was also used to compare the

minimum size of the data set necessary to identify two groups of unique composition.

While PCA, GMM, and NB classifiers proved useful for the studies described herein, the

same approach may not be well suited future studies. It is important to consider the assumptions

built into these methods. PCA assumes that the directions of maximum variance in the data

are linear. A built-in assumption in Naïve Bayes classifiers are that features are independent.

When using GMM it is assumed that the clusters being identified can be described accurately

by a Gaussian distribution, and is limited by the number of groups identified by the researcher.

Evaluating each of these assumptions and using the ’right tool for the job’ is critical.

The analyzes described herein can be improved by propagating experimental uncertainty

through the clustering. The uncertainty in the indium channel, for example, is greater than that

for copper and gallium (shown in Section 4.2). Using methods like fuzzy c-means, where data

points are weighted based on their uncertainty prior to clustering. Additionally, uncertainty

in the clustering analysis can be accounted for by using non-deterministic classifiers. In this

case, data points with large uncertainties can be ignored and not assigned to either ’group’.

As with any analysis, it is important to validate of the classification and clustering algorithms.

Machine learning techniques can ’cluster an elephant’, so to speak, so ensuring that the results

of the analysis are what they seem to be, is critical. Methods of validation used in this work

are described in Sections 6.3, 7.1.2, and 7.2.

This additional error handling, accounting for the ’fuzziness’ of experimental data, and

validation, can lead to better informed decisions based on the results.
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