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ABSTRACT

Through a two study simulation design with different design conditions (sample
size at level 1 (L1) was set to 3, level 2 (L2) sample size ranged from 10 to 75, level 3
(L3) sample size ranged from 30 to 150, intraclass correlation (ICC) ranging from 0.10
to 0.50, model complexity ranging from one predictor to three predictors), this study
intends to provide general guidelines about adequate sample sizes at three levels under
varying ICC conditions for a viable three level HLM analysis (e.g., reasonably unbiased
and accurate parameter estimates). In this study, the data generating parameters for the
were obtained using a large scale longitudinal data set from North Carolina, provided by
the National Center on Assessment and Accountability for Special Education
(NCAASE). I discuss ranges of sample sizes that are inadequate or adequate for
convergence, absolute bias, relative bias, root mean squared error (RMSE), and coverage
of individual parameter estimates. The current study, with the help of a detailed two-part
simulation design for various sample sizes, model complexity and ICCs, provides various
options of adequate sample sizes under different conditions. This study emphasizes that
adequate sample sizes at either L1, L2, and L3 can be adjusted according to different
interests in parameter estimates, different ranges of acceptable absolute bias, relative bias,
root mean squared error, and coverage. Under different model complexity and varying
ICC conditions, this study aims to help researchers identify L1, L2, and L3 sample size or
both as the source of variation in absolute bias, relative bias, RMSE, or coverage
proportions for a certain parameter estimate. This assists researchers in making better
decisions for selecting adequate sample sizes in a three-level HLM analysis. A limitation

of the study was the use of only a single distribution for the dependent and explanatory
i



variables, different types of distributions and their effects might result in different sample

size recommendations.
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Chapter 1

INTRODUCTION

Statement of the Problem

A common question asked by researchers when designing a quantitative study is,
“how many participants do I need?”” The answer to this question depends on several
criteria: in particular, the type of study, types of measurement scales, missing data,
acceptable significance level, target power, and effect size. Numerous tables, formulas,
and software have been developed to determine the optimal sample size for a study
design given the acceptable significance level and target power. However, these are only
generalizable to a relatively limited number of research designs (Faul, Erdfelder,
Buchner, & Lang, 2009; Konstantopoulos, 2009; Raudenbush, Spybrook, Congdon, Liu,
Martinez, Bloom, & Hill, 2011; Spybrook, Bloom, Congdon, Hill, Martinez, &
Raudenbush, 2011). For example, G*Power 3.1 (Faul et al., 2009), one of the most
commonly used software packages among social scientists, lets users calculate the sample
size for fixed effects ANOVA, multiple regression, logistic regression, and other
traditional designs. However, one of the key assumptions of these traditional research
designs is the independence of the subjects. Violation of this assumption results in
additional complications for the researcher and the research design. For instance, the
achievement scores of students from the same classroom tend to be more similar than the
achievement scores of students from another class. This type of structure, where students
are nested within classrooms, teachers are nested within schools, and classrooms are
nested within schools, is called a multilevel, nested structure, or hierarchically clustered

data. This nesting structure typically violates the assumptions of independence of most
1



classical statistics (Gelman & Hill, 2006; Hox & Stoel, 2005; Luke, 2004; Peugh, 2010;
Snijders & Bosker, 2011). Additionally, this nesting structure of multilevel modeling
complicates the sampling procedure because each level involves a different number of
units. In longitudinal studies, for example, researchers are often faced with the question
of sampling few subjects and measuring them often versus selecting more subjects and
measuring them less often. There were some existing guidelines available for longitudinal
studies with two-levels, but not for the three-level designs. Thus, further research is
warranted to investigate sample size determination especially in cases where traditional

assumptions such as the independence of subjects are violated.

Multilevel modeling is an analytic technique developed as a response to the
shortcomings of traditional statistical approaches when they are applied to
nested/hierarchical/multilevel data. For example, as Raudenbush and Bryk (1988)
indicated, when the traditional statistical modeling techniques such as ANOVA are
applied to nested data, inferential validity might be compromised due to the under or
overestimated standard errors. Before the development of multilevel models, the popular
approaches to analyzing nested data included aggregating the outcome scores or
analyzing data at separate levels or clusters. These methods had several shortcomings,
such as the loss of information or not having a clear interpretation when the results from
different levels diverged. Though multilevel models can aid in addressing the
shortcomings of traditional methods, the method is still developing. One such area is
determining appropriate samples size for each level of the three-level model. To aid in
this, Optimal Design Software for Multilevel and Longitudinal Research (Raudenbush et

al., 2011) calculates power and sample size for certain multilevel models. However, the
2



design choices in this software are limited to randomized controlled trials such as two-
level cluster randomized trial. Unfortunately, the software does not provide options for
non-experimental studies that these are prevalent in education research, in particular
longitudinal research. Another software package that was developed for two-level models
is called Power IN Two-level designs (PINT) developed by Bosker, Snijders, and
Guldemond (2003). Stata’s module LBPOWER calculates the approximate power and
sample size for longitudinal studies, but it is very limited in scope and does not include
three-level models. In the medical literature, Basagafia, Liao, and Spiegelman (2011)
developed an R syntax called optitxs to calculate power and sample size for repeated
measures and longitudinal models. However, the models addressed in optitxs do not
include three-level models. MLPowSim Software Package was developed by Browne,
Lahi, and Parker (2009) and provides sample size calculations for random effects models.
The program can be used to calculate sample size for three-level random effects models,

but it does not include three-level longitudinal models.

To date, only a small number of simulation studies have been conducted to focus
on sample size issues for multilevel data for nonexperimental studies. The findings from
these studies were unsatisfying and vary based on the nature of the factors modified, the
effect being examined, and the complexity of the model being investigated.
Consequently, no strong sample size guidelines are available for researchers to utilize in
making multilevel design decisions. Lastly, the majority of existing studies have focused
on two-level multilevel models with no examination of sample size requirement for
longitudinal three-level models. Thus, further examination of sample size requirements

for longitudinal three-level models is needed.
3



The two areas where sample size choice plays an important role are hypothesis
testing and estimation. The former issue pertains to sufficient statistical power needed to
obtain statistically significant results. G*Power (Faul et al., 2009) and Optimal Design
Software (Raudenbush et al., 2011) aim to help researchers with these issues. The latter
issue concerns the relationship between the number of cases/subjects and the quality of
the estimates of parameters of multilevel models. Simulation studies are usually
performed to determine the accuracy and efficiency of the parameter estimates. This
study concentrates on the quality of parameter estimates rather than the sufficient
statistical power to estimate statistically significant results. Thus, this study focuses on
determining the impact of model complexity, intraclass correlations (ICC), and sample
sizes on statistical estimates for three-level models, in particular, those used for
longitudinal data structures commonly found in education, where measurement occasions
are nested within students who are nested within classrooms or schools. This study
contributes to our understanding of the effect of varying model complexity, ICC, and
sample sizes at higher levels to parameter recovery for longitudinal three-level multilevel

models.



Chapter 2

LITERATURE REVIEW
To situate the discussion of sample size and its requirements, this section first
focuses on MLMs and introduces the notation. Next, there is a review of the existing
research on sample size in two-level multilevel models. Given the dearth of the literature
on sample size recommendations for three-level HLM models, the basis for
understanding sample size requirements comes from existing research on two-level

models.

Multilevel Models

Multilevel models (MLM) are known under a variety of names, including
“random coefficient model” (de Leeuw & Kreft, 1986), “variance component model”
(Longford, 1995), and “hierarchical linear model” (Raudenbush & Bryk, 1986, 1988).
MLMs can include data from multiple levels to examine the impact of individual-level
and group-level factors on an individual-level outcome measure. MLMs allow the
researchers to examine the relationships between predictors at different levels as well as

the cross-level relationships among predictors measured at different levels.

MLMs define an analytical framework for both fixed and random effects and,
because of this are also called linear mixed models (West, Welch, & Galecki, 2014).
Fixed effects describe the relationships of the independent variables to the dependent
variable for an entire population. On the other hand, random effects are specific to groups

or subjects within a population.



The levels of a three-level model can be thought of as follows. At the first level, a

regression equation uses a set of predictors to predict an outcome variable. The regression

coefficients obtained at the first level are then used as outcomes in the second level, with

an associated set of predictors. Similarly, the regression coefficients obtained at the

second level of the analysis are then used as outcomes at the third level, to be predicted

from a set of predictors.

Notation. A variety of notational schemes are usually employed in MLMs, which

can be somewhat confusing. The following notation is used in this study to have

consistency and clarity.

Level 1 (L1) Variable Timey
Coefficients T
Error Term €
Error variance oz

L2 (L2) Variable Xij
Coefficients p
Error Term r
Error variance oF

Level 3 (L3) Variable Z;
Coefficients y
Error Term u
Error variance of




The subscripts used in MLMs identify the different levels. For example, the level
1 (L1) independent variable is Timegj, where t indicates L1 (time), i indicates L2
(individuals or students), and j indicates L3 (groups or schools). The L2 and L3

independent variables are written similar to L1 independent variables.

The coefficients of independent variables at L1 are written as mij, At L1, t
indicates the intercept or the unique predictor such as mojj (for the intercept) or mjj (for the
first predictor). At L2, Byj, where t indicates which L1 coefficient variable is predicted.
For example, Bojjis predicting the L1 intercept moij, B1ij i predicting slope of the L1
variable. At L3, yj, where t indicates which L1 coefficient variable is predicted, i
indicates which L2 coefficient variable is predicted. For example, yooo is predicting the L1

intercept moij, and the L2 intercept Booj.

Three-level Model. As an example, consider the following basic three-level
model structure for linear growth over time, which is the focus of this study. We assume
that the L1 (within person) represents the repeated measures made on the same unit of
analysis. L2 represents the units of analysis (between persons). L3 represents the
grouping or cluster (between schools). The three-level model may be written as follows
where index t symbolizes time; index i symbolizes individuals, and index j symbolizes

the schools.

Level 1 Y'tij = moij + 7aij TIMetj + &tij (1)

where,



Yiij = the student score at time t for student i in school j.

Timegj = the student level time predictor at time t for student i in school j.

moij = the initial status of student i in school j when time variable is centered at 0.
mij = the linear growth rate across time for student i in school j.

&tij= time specific deviation from student’s predicted growth line at time t for

student i in school j. &ij is assumed to be N (0, 6.?).

oij = Pooj + Pozj Xij+ rojj (2a)
Level 2
m1ij = P1oj + Paaj Xij + raij (2b)

where
Booj = the intercept of the L2 equation that predicts L1 intercepts, moij.
Boyj = the slope of the variable X at L2 equation that predicts L1 intercepts, moij.
B1oj = the intercept of the L2 equation that predicts L1 slopes.
Xij = L2 predictor.
B11j = the slope of the variable X at L2 equation that predicts L1 slopes.

roij = student level error term associated with intercept. The random student effect
within school j, which is normally distributed with a mean of 0 and

variance o2, It is a random effect.

riij = student level error term associated with the slope. The random student effect
within school j which is normally distributed with a mean of 0 and

variance o1, It is a random effect.
8



roijand ryjj are assumed to be N (0, 6°ro) and N (0, °r1) with cov (roij , r1ij) = Oy, -

Level 3 Booj = y000 + yoo1 Zj + Uooj (3a)
Boij = yo10 + po11Zj + Uoyj (3b)
B1oj = y100 * y101Zj + U10j (3¢c)
B11j = y110 + y111Zj + Unyj (3d)

where Zj is a L3 predictor.

vooo = is the grand mean. Also, it is the intercept of L3 equation that predicts the L2 term
Booj (fixed effect).

yoor = is the corresponding L3 coefficient that represents the direction and strength of the
association between school characteristics (Zj). Also, it is the slope of L3 equation

that predict the L2 term Pooj (fixed effect)
yo10 = is the intercept of L3 equation that predicts the L2 term Poy; (fixed effect).

yo11 = is the slope of L3 equation that predicts the L2 term oy (fixed effect). Also, it can
be thought of as the regression coefficient for the interaction of L2 predictor X

and L3 predictor Z.

y100 = is the intercept of L3 equation that predicts the L2 term Pioj (fixed effect).

v101 = is the slope of L3 equation that predicts the L2 term B1oj (fixed effect). Also, it
can be thought of as the regression coefficient for the interaction of L1 predictor

Time and L3 predictor Z.



y110 = is the intercept of L3 equation that predicts the L2 term P11 (fixed effect). Also, it

can be thought as the regression coefficient for the interaction of L1 predictor Time

and L2 predictor X.

y111 = is the slope of L3 equation that predicts the L2 term P11 (fixed effect). Also, it can

be thought as the regression coefficient for the three-way interaction by L1

predictor Time, L2 predictor X, and L3 predictor Z.

Uooj = L3 error term associated with Bogj. It is a random effect.

Uozj= L3 error term associated with Pogj. It is a random effect.

U10j= L3 error term associated with B1gj. It is a random effect.

U11j= L3 error term associated with B13j. It is a random effect.

The L3 error terms assumed to be

Unn:
00j O O-Uoo O-Uooum O-Uooulo O-uooull
Uyyi Ol|lo ol o o
1 ~N UgoUo1 Uo1 UpaU1o UpaU11
) 2
U, .
10j O Guooulo 0-u01u10 O-Ulo O-uloull
2
u...
11j 0 O-Uooun UpaU1g O-U10U11 Uiz

The model may be written in combined form; substituting equations 2 and 3 into 1

gives equation 4

Y'tij= Yooo + y100 TiMetj + yo1o0 Xij+ yoor Zj + y110 Timesj Xij+ pro1 Timetj Zj + yo11 4)
ZiXij + y111 Timegij Xij Zj + Uozj Xij + Uzoj Timesij + U1z Timegj Xij + rajjTimesj + &
+ Ioij + Uooj.

10



Therefore, in this three-level random model, there is a total of 15 parameters; eight fixed
effects and seven random effects. Specifically, fixed effects are yooo, Y100, yo10, Y001, Y110, y101,

yo11, y111 and random effects are &tij, rojj, r1ij, Uooj, Uogj, U1oj, U11;.

Intraclass Correlations

An intraclass correlation (ICC) assesses the proportion of the outcome variation
due to between-group differences in the intercept. The ICC values range between 0 and 1.
Larger ICC values mean that there is a strong relationship between the data collected
from individuals within the same group. In other words, each member of a group

provides little unique information.

In a three-level model, an ICC for each level can be calculated. Using the same
example model in the previous section, we can calculate ICC for each level using the
equations in Table 2. It is assumed that for a null model with no predictors, the L1
residual has a constant variance of o2. Next, it is assumed that the L2 residual variance
has a constant variance of o2. Finally, it is assumed that the L3 residual has a constant

variance of 2.

Table 1.

ICC Calculations for Different Levels

ICC at Level 1 ICC at Level 2 ICC at Level 3
_ o3 _  oF _  0o%
ICCL= e ICCL= e ICCL= ez

11



The residual variance at each level for the baseline model is not useful for the
prediction of the outcome variable, but it sets a baseline to determine the contribution of

other variables when they are added to the model.

The variance partitioning across three levels for a Null model and with time as L1
predictor are illustrated in Figure 1. For example, the ICCs based on the null model work
with the middle part of this figure, looking at the proportional contribution. Moreover, on
the right-hand side of the figure, for a model with time predictor at L1, we now have
residual variances of different kinds. These variances add up to the total variance minus
the variance explained by the L1 predictor. The variances shown in the middle part are

shared among the different parts on the right-hand side of Figure 1.

Researchers have looked at the effect of ICC on sample size requirements as part
of their research designs. Donoghue and Jenkins (1992) found that ICC had no significant
effect on sample size requirements. Other researchers found that the accuracy of
parameter estimates are affected by ICCs (Muthen, Wisnicky, & Nelson, 1991; Snijders
& Bosker, 2011). Kim's (1990) simulation study showed that high ICC values required a
large number of observations within groups for accurate parameter estimates. Similarly,
Bassiri (1988) concluded in her study that higher ICC values are associated with poorer
precision in fixed and random effects estimates. Shih (2008) conducted a detailed
simulation study using a two-level model and calculated the average bias for each of the
parameter estimates. Shih found that average bias related to the fixed effects intercepts

drops as the ICC increases. However, unstable bias estimates were obtained when the
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Figure 1. Partitioning Variance Across Levels for Null Model and Time as L1 Variable

focus was fixed effects slope estimates. For example, average bias dropped when ICC
increased from 0.05 to 0.1 for y11. On the other hand, average bias increased for the same
parameter (y11) when ICC increased from 0.10 to 0.15. It is not clear why different
studies resulted in different conclusions. However, model complexity might be one of the
reasons, but no systematic examination of the relationship between model complexity and

ICC has been conducted.

In sum, findings of the previous research are inconsistent, and this inconsistency

requires more examination of the effects of ICC on sample size requirements and
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parameter recovery. The relationship between ICC and model complexity are

systematically examined in this study.

Sample Size in Two-level Models

Sample size choices affect parameter estimation. If the sample size is too small,
the parameter estimates may be poor and usually lead to results that are inconclusive or
worse, misleading. This would amount to a waste of valuable time and resources on the
researcher’s end. The effect of poor sample size choices is amplified and becomes more
problematic in multilevel models, as more parameters are estimated in MLMs compared

to models that involve only one level.

In a typical multilevel model, fixed effects (yo0o, 100, yo10, Y001, Y110, Y101, Y011, P111),
random effects (e, roij, F1ij, Uooj, Uoyj , U1oj, U11j ), Variance components (a¢, o, o7,
Ohy01 Oliyyr Oy Oty ), AN COVAriance components (0y, 0y, Ouoo Ougy» Oy Ortsg Crigy Oty
Ouoy Ousg 1+ Ougy Ousq 10uy,Ouy,) are generally the parameters of interest. Depending on the
parameters of interest, sample size needs might change. For example, in two-level
designs, the fixed effects can be estimated with more precision than the variance
components and cross-level interactions (Hox, 2010; Scherbaum & Ferreter, 2009). The
inclusion of covariates such as the student’s gender (at L2) or proportion of students who
receive free or reduced lunch in the school (at L3) can additionally impact the sample
size calculations as covariates can reduce the between-group variance (Reise & Duan,
2003; Raudenbush, 1997). Although the available guidelines vary regarding the minimum
sample size required for multilevel research, it is well known that multilevel research

requires larger sample sizes compared to single-level studies. However, no commonly
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accepted guidelines for ideal sample sizes currently exist. Given this, several simulation
studies have been designed to examine the effect of small sample sizes on various two-
level models focusing on model convergence, variance estimates, fixed effects estimates,
and standard errors. The results from these studies vary based on the focus of the study
and the examined effect. The next section summarizes the studies by focus; fixed effects,

random effects, and variance-covariance components.

Fixed Effects. Fixed effect (yo00, Y100: Y010+ Y001, Y110+ Y101+ Y011, Y111) IS @ term
borrowed from the analysis of variance designs (ANOVA). However, a clarification of
the term might be needed in the MLM framework. In ANOVA designs, fixed effects
mean that data collection involves all levels of a factor of interest. However, in the
multilevel modeling context, the fixed effects refer to the intercept and slopes that remain
constant across higher-order units. The regression weights that are constant for each
subject in the sample in an MLM are called fixed effects (Heck & Thomas, 2015;

Hoffman, 2014).

Two-level MLM simulation studies have consistently shown that fixed effects
were estimated with near identical precision given the modified factors such as ICCs, L1
sample size, and L2 sample size (Bell, Ferron, & Kromrey, 2008; Clarke & Wheaton,
2007; Maas & Hox, 2005; Mok, 1995). Similarly, the same general pattern has also been
observed for the standard errors of the fixed effects (Bell, Ferron, & Kromrey, 2008;

Clarke & Wheaton, 2007; Maas & Hox, 2005; Mok, 1995).

One of the most cited two-level sample size related simulation studies is that of

Mok (1995). In this study, 11 different observation sizes for L1 were used: 5, 10, 20, 30,
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40, 50, 60, 70, 80, 100, and 150. Additionally, the same number of L2 units was used,
resulting in 121 different sample size conditions when completely crossed. The minimum
total size was 25, and the maximum was 22,500. One hundred datasets were generated
and analyzed for each sample size condition. The estimation method used in this study
was Restricted Iterative Generalized Least Squares (RIGLS), and the fixed ICC had a
value of 0.15. This study found that all estimates of fixed effects were within one
standard error of the true value, regardless of the distribution of the sample size among
level one and level two units if the total sample size was more than 800. On the other
hand, if the total sample size was less than 800, the results showed that when the number
of L2 units was equal to the number of observations at L1, fixed effects were estimated
close to the data generating values. Similarly, when the number of L2 units exceeded the
number of observations at L1, fixed effects were estimated close to the data generating
values. However, estimates showed strong bias when the number of observations at L1
per unit of L2 exceeded the number of units at L2. This is especially important in a
typical school, where there are usually more students in a classroom than the number of
classrooms in the school. For example, a school might have an average of 30 students per
classroom, but only five third-grade classrooms. The study by Mok (1995) suggested that
more bias is present in this kind of study design when estimating model parameters such
as fixed effects. Therefore, it is imperative that researchers be cautious about the bias
issues in their research design when designing educational studies where the number of
classrooms at L2 are less than the number of students per classroom at L1. Although it
might make more sense and be more cost effective to sample more students from a given
classroom, instead of recruiting more classrooms for the study, bias in the parameter
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estimates might result in erroneous conclusions. In agreement with this, Mok (1995)

concluded that it is better to maximize the L2 units to minimize estimation error.

In another study, Afshartous (1995) used a real dataset, which mainly focused on
L2 estimates. In this case, a sub-sampling routine and randomly sampled L2 units were
utilized with the following values: 40, 80, 160, and 320 schools, from a pool of 1,034
schools. The L1 sample size ranged from 1 to 70 units. Unfortunately, the ICC values
used in the study were not reported. One hundred samplings were performed for each of
the L2 units, and a full maximum likelihood estimation was utilized, resulting in unbiased
estimates of the fixed effects for a minimum L2 sample size of 40. Unfortunately,
guidelines regarding what the L1 sample size should be for unbiased estimates of fixed

effects were not provided.

Afshartous conducted another study in 1997 and compared ordinary least squares
estimates (ignoring the multilevel structure) and multilevel estimates regarding the
prediction of a future observable. Afshartous (1997) modified five factors: the L2 sample
size (10, 25, 50, 100, 300); the L1 sample size (5, 10, 25, 50, 100); ICC (0.2, 0.4, 0.6,
0.8); L2 variance components (0.125, 0.33, 0.75, 2.0.); and the covariance of the error
terms (varied between 0.03 and 1.5). The L1 error terms were generated to be normal
with a mean of zero and a variance of 0.5, and each condition was replicated 100 times.
The results showed that the fixed effects were estimated with minimal bias when the L1
sample size was 10, and when the L2 sample size was 100. Similar to the previous

findings, this study found that the number of groups was more important than the group
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size. On the other hand, the data revealed that it was better to have a larger L1 sample

size when the focus of interest was a prediction of a future outcome.

Clarke and Wheaton (2007) conducted a Monte Carlo simulation using two-level
MLM by varying three conditions: L2 sample size, L1 sample size, and ICC. This study
used a relatively small number of L1 (2, 5, 10, 20) and L2 sample sizes (50, 100, 200)
compared to Mok (1995). However, three different ICCs (0.1, 0.2, 0.3) were used instead
of one fixed value. One thousand simulated datasets were generated for each of the 36
conditions and the SAS procedure MIXED was used with restricted maximum likelihood.
They had some convergence issues with the smallest L1 sample size of 2 and the smallest
L2 sample size of 50. Although the focus was data sparseness, no significant evidence of
bias for fixed effects for L1 sample sizes greater than two, and L2 sample size greater
than 50 were found. These results contradict the commonly cited L1 sample size
suggestion of 30, and the L2 sample size suggestion of 30. Furthermore, it also

contradicts Mok’s (1995) suggestion of a minimum of 800 total sample size.

Bell, Ferron, and Kromrey (2008) conducted a Monte Carlo simulation study to
explore the issues related to data sparseness by modifying six factors: (a) proportion of
L2 sample size to L1 sample size (0, 0.10, 0.30, 0.50, 0.70); (b) L1 sample size varied,
small (average 10) and large (average 50); (c) L2 sample size (50, 100, 200, 500); (d)
levels of collinearity (0, 0.30); (e) L2 error variance (0.05, 0.10, 0.15, 0.30); and (f)
model complexity. The 40 sample size conditions were crossed with 144 design
conditions and generated 1000 data sets using SAS procedure IML. Then, these datasets

were analyzed with the SAS procedure MIXED using maximum likelihood estimation.
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Convergence was only an issue for approximately 2% of the conditions. The results
showed very low levels of statistical bias for fixed effects estimates for both small and
large sample sizes used at L1 and L2. It appears that they used sample sizes of less than
10 since the average small sample size was 10. This contradicts the results of Clarke and

Wheaton’s (2007) suggestion of a minimum L1 sample size of 10.

Maas and Hox (2005) conducted a simulation study to examine the parameter
estimates and the corresponding standard errors for the number of groups and group size.
Similar to Clarke and Wheaton (2007), ICCs were also modified in this study. They used
a simple two-level model with one predictor at each level, and modified three factors: (a)
L1 size (5, 30, and 50); (b) L2 sample size (30, 50, 100); and (c) ICC (0.10, 0.20, 0.30).
One thousand simulated datasets were generated for each of the 27 conditions and used
MLwiN (Rasbash, Charlton, Browne, Healy, & Cameron, 2005) using restricted
maximum likelihood, without any convergence issues. They concluded that fixed effects
were estimated with near precision. Considering the presented findings above, these are

the lowest sample size suggestions so far.

One of the most recent simulation studies was conducted by Meinck and
Vandenplas in 2012, which focused on the precision of parameter estimates for a two-
level model. The total variance was fixed and distributed among levels depending on the
ICC (0.1, 0.2, 0.3, 0.4) used in the study. Additionally, socioeconomic status (SES) was
used as both L1 and L2 variables. The correlation between the outcome variable and SES
was set to be 0.3. These values were obtained from two international large-scale

assessments: the Trends in International Mathematics and Science Study (TIMSS), and
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the Program for International Student Assessment (PISA). L1 sample size was selected to
be 5, 10, 15, 20, 25, and 30 while L2 sample size was selected to be 50,100,150, and 200,
and each sample size condition was replicated 600 times using Mplus (Muthén &
Muthén, 2015). The results of this study demonstrated that fixed effects were estimated

with the highest precision.

Random Effects. Random effects (&.;;, i, T11j, Uooj» Uo1j» U10j> U11;) are also
called random slope and random intercepts. As described above, fixed effect means that
each individual gets the same effect. On the other hand, random effect means that each
individual gets his or her effect (Hoffman, 2014). Unfortunately, the studies that clearly
focus on random effects are limited. Meinck and Vandenplas (2012) introduced random
intercepts in some of the models they examined, showing that the random intercept was
the parameter that could be measured with the highest precision in all of the models
examined. The slope of random intercepts was another parameter examined,
demonstrating that the slope of random intercepts was harder to estimate with a high
degree of precision compared to random intercepts and fixed effects. However, aligned
with the literature (Mok, 1995), increasing L2 sample size resulted in higher precision

gains in the estimates of the slope of random intercepts than increasing L1 sample size.
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Variance-Covariance Components. \ariance-covariance components are other
parameters that have been investigated. These parameters are closely related to the
random effects. Variance components include 62, 67, 67, 02,,, Oz, Oayy: Oayy-
Covariance components include 6,0+, Gy Fuy,> FugoFusgs FruoeCusr> Fugs Fugos
Ougy Ouyq » OuyyOuyy- SOMeE OF the studies that focused on fixed effects also reported the
results for variance components (Afshartous, 1995, 1997; Mok, 1995).

One of the early studies, as mentioned above, was that conducted by Afshartous
(1995), which suggested that at least 320 L2 units would be needed to obtain unbiased
estimates of L2 variance components. However, no suggestions for L1 sample size were
provided, as the L1 sample size in his study varied between 1 and 70. Consequently, the

L1 size has great variability and may not be as realistic for practical research designs.

Afshartous conducted another study in his 1997 project, which explored different
L1 sample sizes in more detail. This study found that the variance components were
estimated with minimal bias when the group size was 10, and the number of groups was
100. Given this suggestion, the total sample size should be at least 1,000. Afshartous’s
suggestion of 1,000 is lower than that of the previous studies in the literature. For example,
Mok (1995) found that larger total sample sizes are required for variance components and
reported different recommendations for L1 variance components and L2 variance
components. Mok found that the variance estimates of L1 were more precise when the total
sample size exceeded 4,000, and the variance estimates of L2 were less biased when the

total sample size was greater than 2,500.
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Clarke and Wheaton’s (2007) findings agreed with those of Afshartous (1997).
They recommended at least 10 L1 units, and at least 100 groups, for minimal bias in
intercept variance. Their results showed a positive bias on the intercept and slope variance
estimates when the total sample size was less than 1,000. However, these values doubled
for the minimal bias in slope variance estimates: at least 20 L1 units and 200 L2 units were

the recommended values, consistent with Mok (1995).

In their 2005 study, Maas and Hox found that L1 variance estimates were very
accurate regardless of the sample sizes examined. However, L2 variance components
were underestimated when the sample size was small, and the largest bias was observed
when the L1 sample size was 5, L2 sample size was 30, and the ICC was the highest 0.3.
They recommended using at least 100 L2 units for precise estimates of the L2 variances

components.

A more recent study by Meinck and Vandenplas (2012) found that the L1 residual
variance was estimated with high precision, even when the sample sizes were small,
similar to the findings by Maas and Hox (2005). This finding is not surprising, because
the parameter is measured at L1, and only the total sample size matters instead of L1 or
L2 sample size. Meinck and Vandenplas’ (2012) finding showed that the result for the L2
variance components was very different when the focus was not L1 residual variance.
These studies suggest that researchers need to have significantly larger sample sizes when
the main focus of interest is the estimation of variance components rather than of the

fixed effects.
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Summary

All multilevel sample size related research up to this point has focused on two-
level models. The literature showed that the effect of sample sizes on different model
estimates varied. So, not all model estimates in MLMs are equally affected by sample
sizes at different levels and ICC choices. For example, fixed effects terms are generally
estimated more accurately compared to variance-covariance terms even with the small
sample sizes at different levels. However, no systematic examination of the effect of
various ICCs and model complexity on different parameter estimates has been conducted
so far. In this study, I specifically examined the effect of ICCs, model complexity, and

sample size choices on different parameter estimates.

To date, there have not been any simulation studies published that focus on three-
level models. Because the studies that focused on two-level models used different design
choices, sample size recommendations varied among studies. In this study, the common

design choices presented above guided the design choices.

Purpose of the Study

The purpose of this study is to determine the impact of sample size on statistical
estimates for three-level models, in particular, those used for longitudinal data structures
commonly found in education. The following variables are modified: the sample size at
L2 and L3, ICC, and the model complexity. Sample size at L1 was set to 3 which is a
typical number of repeated measures found in longitudianal studies in education. This
study contributes to our understanding of the effect of varying model complexity, ICCs,

and sample sizes at L2 and L3 on parameter recovery for three-level multilevel models.
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Research Questions

This study addressed the following major research questions:

1. How does each of the modified factors (model complexity, ICC, L2, and L3
sizes) affect the intercept estimates (yooo, yo10, y100, and y110)?

2. How does each of the modified factors influence the fixed effects slope
estimates (yooz, yo11, y101, and y111)?

3. How does each of the modified factors influence the variance components (o2,
OF ., OF, Onyoy Oy, Oys and o )?

4. How does each of the modified factors influence the covariance components

?
(JT0T1' au00u01 ! O-uooum ! Guoou11 ! 0u01u10 ! 0”01”11’ and O-u1ou11)'

The goal of this simulation study is to determine the impact of sample size on
statistical estimates for three-level models, in particular, those used for longitudinal data
structures commonly found in education. A range of conditions are examined in a two
study design. In Study 1, a small set of conditions were examined, and the results of

Study 1 guided the design choices for Study 2.
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Chapter 3

STUDY 1

Researchers have investigated sample size issues in two level multilevel modeling
using various sample sizes for level 1 (L1) and level 2 (L2), different intraclass
correlation (ICC) values, and simple (at least one predictor) to more complicated models
(two or more predictors) (Afshartous, 1995; Bell, Ferron, & Kromrey, 2008; Mok, 1995;
Meinck & Vandenplas, 2012 ; Scherbaum & Ferreter, 2009). However, no study to date
has examined the sample size requirements for three level models. Given the lack of
empirical attention, the current study sought to examine the sample size requirements for

three level models.

In Study 1, the focus was to examine the sample size choices commonly found in
the literature on two level models and extend that to three level models. ICCs, model

complexity, L2, and L3 sample sizes were modified.

Study 1: Method

The ICC, sample size, and model choices in Study 1 were guided by the published
simulation and empirical studies found in the social sciences literature.

The first modified factor was ICC. Two different sets of ICC used in Study 1.
Spybrook et al., 2011 reported that repeated measures studies usually have high ICC
values, and they range between 0.5 and 0.7. In empirical studies, the results usually
showed that the ICC at school level (L3 in our case) has an ICC values around 0.10
(Murray, Stevens, Hannan, Catellier, Schmitz, Dowda, Conway, Rice, And Yang, 2006;
Siddiqui, Hedeker, Flay, & Hu, 1996). Guided by these values, the first set of ICC values
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were set to 0.50 for L1, 0.40 for L2, and 0.10 for L3. In medical literature, the hospital
level (L3) ICC’s found to be around 0.20 (Bell, Owens, Ferron, Kromrey, 2008; Hox,
2010). Considering this, in the second set of ICCs, the L3 ICC was set to 0.3, and L2 ICC

was set to 0.2, and L1 ICC was kept same, 0.5. Table 2 showed the ICCs used in Study 1.

Table 2.
ICC Values Used in Study 1

Study ICC Level 1 Level 2  Level 3
1 1 0.5 0.40 0.10
1 2 0.5 0.20 0.30

The L1 sample size was set to be 3. Longitudinal growth models in educational
studies typically require at least three repeated measures per individual. The typical
classroom size in the United States based on 2011-2012 Schools and Staffing Survey
(SASS) is about 20 students. However, most the studies mentioned above suggested
either 30 or 50 as L2 sample size. Considering this varying information in the literature,
L2 sample sizes were set to 10 and 50 in Study 1 to test the effect of relatively low and
high L2 sample sizes on the parameter estimates. In the two-level simulation studies
mentioned above, the sample size recommendations for the highest level varied between
30 and 200. Given this, a low and medium L3 sample size was selected. L3 sample sizes
of 30 and 100 were examined.

Model complexity was the last factor modified. In this preliminary exploration,
two different models were examined. The first model was relatively less complex
(include only one predictor) compared to the second model (three predictors total). In the

two level simulation literature, researchers usually used a single model with one predictor
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at each level such as Maas and Hox (2005). Following this, the first model only included
the time predictor and L1. In the second model, the first model was modified by adding
one predictor to both L2 and L3.

Table 3 includes the equations used in the first model. It has only one predictor at
L1 and is called the L1 model throughout this study. All of available residual variance-

covariance terms were estimated at all levels.

Table 3.

L1 Model

Level 1 Y'ij = moij + maiTiMexj + &ij (5a)

Level 2 Toij = Pooj + Toij (5b)
Tij = P1oj + ij (5¢)

Level 3 Booj = y000 + Uogj (5d)
B1oj = y100 + U10j (5e)

Combined Y& = yoo0 + Uooj + Foij + (y100 + Usoj + r1ij) Timesij + e (5f)

The second model in Study 1 was the most complex model used in this study.
Two new predictors added to the L1 model; one predictor at L2 and one predictor at L3.
This model is called L1L2L3 model since there is one predictor at each level. Table 4
shows the equations used in L1L2L3 model. All of available the residual variance-

covariance terms were estimated at all levels.
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Table 4.
L1L2L3 Model

Level 1 Y'ij = oij + maij TiMegj + &tij (6a)
Level 2 moij = Pooj + Pozj Xij+ rojj (6b)
mij = Baoj + P1aj Xij + rij (6¢)
Level 3 Booj = yooo + poo1 Zj + Uooj (6d)
Bo1j = yo10 + yo11 Zj + Uo; (6e)
B1oj = y100 + y101Zj + Ua0j (67)
B1ij = y110 + y111 Zj + Unyj (69)
Combined  Yiij=yooo + yoo1 Zj + Uooj *+ (yo10 + yo11 Zj + Uogj) Xij+ roij + (y100 + (6h)

y101Zj + U1oj + (p110 + y111 Zj + Urgj) Xij + rai)) Timeij + &ij

Data model misfit and its effect on sample size requirements is not an interest in
this simulation study. Because of that, the correct model was fit to the data generation

model for both models.

Data simulation. This study modified Busing’s (1993) two-level sampling to
generate two-level data where first L2 values were generated, and then L1 values, and
then the combined equation used to generate the outcome variable. Population values for
data generation were taken from a real data set as described in the following section.

In this study, residual terms for each level were generated based on fitting each
model to the real dataset and the ICC level used in this study. Then, L2 predictors were
simulated where applicable. After that, L3 predictors were calculated based on the L2
predictors. Finally, the combined equation was used to obtain the outcome variable. The

models that were used in Study 1 were described in Equations 5 and 6.

Centering predictors is a common practice in MLM, and there are two main
centering methods; grand mean centering and centering within the cluster. The general

purpose of centering is to obtain a meaningful zero point so that the interpretation of
28



parameters is meaningful. In this study, the focus was the accuracy of parameter
estimates rather than the interpretation of the parameter. However, the software used in

this study, HLM7, requires centering and as a result, grand mean centering was used.

The datasets were generated using R 3.2.1 (R Development Core Team, 2015).
500 datasets were randomly generated from both L1 and L1L2L3 models for each

condition.

Parameter specifications. To simulate realistic data in educational research, I fit
a three-level model to a real dataset. The analytic sample used to obtain the data
generating parameters came from North Carolina. This dataset included 3 4" and 5%
graders from 2010, 2011, and 2012, respectively. Students who met the following criteria
were included the analytical sample: (a) in the 3™ grade in 2010; (b) followed the typical
grade sequence from Grades 3-5; (c) stayed in the same school from Grades 3-5; (d) did
not have any missing values on mathematics achievement scores from Grades 3-5.
Additionally, schools that had less than 20 students were not included in the analytical
sample. The resulting total number of students was 68,455. The total number of schools
was 1176. It is assumed that the MLM assumptions were not violated. L1L2L.3 Model
was fitted to these data and the results for fixed effects are presented in Table 5 and the

random effects presented in Table 6.
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Table 5.
Fixed Effect Results for L1L2L3 Model

Fixed Effect Coefficient ~ Standard error  t-ratio  Approx. d.f. p-value

For Interceptl o
For Intercept2  Boo

Intercept3 7000 347.3650 0.0508 6841.006 1174  <0.001
Z oot 0.1740 0.0141 12.324 1174 <0.001
For X Po1
Intercept3 Y010 0.7330 0.0031  236.749 1174  <0.001
Z you 0.0004 0.0008 2.631 1174 0.008
For Timeslope
For Intercept2  Sio
Intercept3 7100 5.7660 0.0338 170.783 1174 <0.001
Z yo1 -0.0190 0.0091 2.081 1174 0.038
For X ﬂll
Intercept3 Y110 -0.0138 0.0016 8.558 1174  <0.001
Z yn 0.0004 0.0004 2.480 1174 0.013
Table 6.
Random Effect Results for L1L2L3 Model
Random Effect SD Variance o.f o p-value
Component o
Level 1 e 3.640 13.249
Intrcptl ro 4.498 20.235 66103 187076.16 <0.001
Time slope rr 0.612 0.374 66103 69739.55 <0.001
Intrcptl/Intrcpt2  uoe  1.487 2.210 1174 5079.82 <0.001
Intrcptl/ X Uz 0.052 0.003 1174 1608.19  <0.001
Time/Intrcpt2 uwo  1.056 1.115 1174  10023.96 <0.001
Time/ X uin  0.032 0.001 1174 1929.41  <0.001
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Table 7 shows the L3 residual variance-covariance matrix obtained after fitting

L1L2L3 model to the data

Table 7.

Variance-Covariance Matrix for L3 Residual Terms for L1L2L3 Model

Residual Term 1 2 3 4

1. Uooj 2.210 -0.033 -0.899 0.003
2. Uoyj -0.033 0.003 0.017 -0.001
3. Uxgj -0.899 0.017 1.115 -0.010
4. U13j 0.003 -0.001 -0.010 0.001

The following steps were used to generate the raw data for the multilevel models. The

values were adjusted based on the model and ICCs used.

1. The total variance was set to 40 based on the results of the real data analysis
described above.

2. L1 error terms were generated from a normal distribution with mean 0, and
variance 20, &ij ~ N (0, 20) to have an ICC level of 0.5 at L1.

3. The correlation between L2 error terms were set to -.219 (obtained from the real
data analysis). L2 error terms (roij and rujj) were generated for each group using a
multivariate normal distribution. The ratio between the variance of roij and ruij (roij/
rijj =20.235/0.374) from the real data analysis was kept constant for the different
values of ICCs as listed in Table 2. Table 8 shows the L2 residual variance values

for both ICCs used in Study 1.
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Table 8.

Level 2 Residual Variance Values for Different ICC Conditions

ICCs i Orij
ICC1 15.71 0.29
ICC 2 3.93 0.07

4. The L3 error terms (Uooj, Uogj, U1oj, U11j) for each school were generated by using a
multivariate normal distribution with mean 0 and variance values listed in Table 9
for each ICCs listed in Table 2. The correlation values listed in Table 10 were

constant across different ICC conditions.

Table 9.

L3 Residual Variance Values for Different ICC Conditions

ICCs O-Tiooj 0-501]' O-Lzlloj O-Lzlnj

ICC1 2.655 0.003 1.330 0.001

ICC2 7.970 0.010 4.019 0.004
Table 10.

L3 Residual Correlation Used in the Current Study

Guooj 0”01j 0'u10]. 0”11j

Ougs; 1.00 -0.43 -0.57 0.07

Ougy -0.43 1.00 0.32 -0.60

oy -0.57 0.32 1.00 -0.30
10j

Ou,, 0.07 -0.60 -0.30 1.00
11j

5. The fixed effects values for yooo, yoo1, 010, yo11, 100, Y101, Y110, @Nd y111 Were

obtained by fitting L1L2L3 Model to the North Carolina data described earlier
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were used in data generation and were constant across different models and
conditions. Table 5 includes these fixed effects values.
6. The L3 error terms generated using multivariate normal distribution combined
with ys to compute Bs for each L2 unit.
7. Continuous Xij values for each L2 unit were generated with mean 350 and
standard deviation 10.
8. The Zj values for each L3 unit was calculated by averaging Xjj values for the L2
unit.
9. The L2 error terms combined with Xjj and s to compute 7 for each L2 unit.
10. The L1 error terms combined with ©ts to compute Yiij.
To run the simulations, a large number of replications (500) were generated for each
condition. Gammas (ys) were fixed across the different models and replications, while the
second-level predictor values (Xs) were sampled, from pre-specified distributions for
each sample size and ICCs. Zs were calculated based on the Xs values. All of the raw
data were generated in R. Each model was applied to the raw data to get the multilevel
parameter estimates.
Comparison of Estimates
All of the analyses were conducted using HLM 7 for Windows using maximum
likelihood estimation. To compare the effect of sample size at different levels, ICCs, and
model complexity, several qualities of the parameter estimates were used; (a)
convergence, (b) absolute bias, (c) relative bias, (d) root mean squared error, and (e)
parameter coverage proportions. Each of these values were calculated for each of the
parameter estimates.

33



Convergence. Non-convergence rate was calculated for each design choices.
Convergence of a model occurs when the estimation procedure stabilizes upon a unique
solution. Problems can arise when data does not allow for estimation of a meaningful
solution. Non-convergence were estimated by the number of replications in which no
estimate is available for each of the fixed effect, random effect, and variance components.
HLM 7 stops when the maximum number of iterations reached and provides the error
message accordingly. However, it does not provide any information regarding which
parameters converged and which did not converge.

Absolute bias. To obtain a measure of the magnitude of this bias, the following

equation was used for each model:

R

D (&, —m) @)
BiaS(TE) = MT

where, mis the estimated parameter and = is the true value. R is the total number of
replications, and i is the replication number. Absolute values for bias were used to

prevent cancellation of negative and positive values.

Absolute bias values close to 0 indicates unbiased parameter estimates. However,
no formal criteria is available for when a absolute is too big or not acceptable since the
absolute bias values are sensitive to the magnitude of the data generating values.

Relative bias. The performance of each analytical solution was assessed with
measures of relative bias (Stone & Sobel, 1990). Relative bias is a measure of the
accuracy of the estimates and is calculated as the difference between the parameter

estimates and the data generating value (true value or population value). An index of
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relative bias is computed by dividing the bias of a parameter by the data-generating value
of that parameter to eliminate the effect of the magnitude of the parameter. Relative bias
not only allows for the comparison of how bias in a parameter estimate may change
depending on the size of the effect (Krull, 1997), but also takes into account the direction
of bias. Negative values indicate underestimation, and positive values indicate
overestimation. A smaller relative bias indicates a more accurate parameter estimate.
Researchers used different criteria for acceptable bias such as Coleman’s (2006)
considered relative bias is between -0.01 and 0.01 as unbiased. Muthén, Kaplan, and
Hollis (1987) suggested any bias with absolute value less than 0.10-0.15 is acceptable.
Some recent studies considered a relative bias of .20 as acceptable (Vallejo, Fernandez,
Cuesta, & Livacic-Rojas, 2015). On the other hand, Hoogland and Boomsma (1998) used
a relatively conservative approach of 0.05 or less as the acceptable bias. Following the
suggestions by Muthén, Kaplan, and Hollis (1987), the acceptable bias in this study was
set to be between -.15 and .15.

The relative bias of parameter estimates was calculated using equation 8

Z (n, —m) ®)

Relative Bias (r) = %

where, 7 is the estimated parameter and 7 is the true value. R is the total number of
replications, and i is the replication number. Relative Bias was calculated for each model,
in each condition, across the 500 replications.

Root Mean Squared Error (RMSE). The average squared difference between
the estimate and its true value is called Mean Squared Error (MSE). MSE provides a

useful measure of the overall precision of the parameter estimate, but since we took the
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square of the difference, it is not in the original metric. The square root of the MSE
transforms the MSE back into the same scale as the parameter. A smaller Root Mean
Squared Error (RMSE) values indicates a more precise parameter estimates. However,
there is a dearth in the literature regarding a formal criteria for when a RMSE is too big
or not acceptable. In this section, the effect of different sample size and ICC conditions
on RMSE values presented for both fixed effects and residual variance-covariance terms.

The precision of a parameter estimate can be expressed by the square root of the
mean squared error, calculated as:

9
RMSE(r) = ©

where, 7 is the estimated parameter and 7 is the true value. R is the total number of
replications, and i is the replication number. RMSE are calculated for each model, in each
condition, across the 500 replications.

Coverage. The coverage probability of a confidence interval is the proportion of
times that true parameter value is contained in the interval to the nominal rate. The
nominal rate was set to 0.95 in this study. Across modified factors, the 95% confidence
interval was calculated for parameter estimates in each data set. The frequency that the
true parameter is in this 95% interval counted and divided by the total number of
replications for each parameter under each condition. If data-model fit is working well,
the actual parameter coverage should be close to the .95. If the coverage is close to 0.95
and the parameter estimates are accurate, the standard errors of the estimates are unbiased

and consequently the Type-I error rates are properly controlled. However, if the standard
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errors are biased upward, it leads to coverage rates larger than the nominal rate. These
produce conservative rates of Type-I error. On the other hand, if the standard errors are
biased downward, it leads to coverage rates less than the nominal rate. These produce
more liberal rates of Type-I error.

Parameter coverage was only calculated for each of the fixed effects (yoo0o, Y100,
010, Y001, Y110, Y101, Yo11, y111). The efforts to find methods to calculate the confidence
intervals for the residual variance and covariance term at different levels in three level
models proved fairly unproductive as such no clear guidelines were available. The results
of simulation studies on constructing confidence intervals for variance components by
using the Wald test (van der Leeden et al., 1997) and the chi-square test (Harwell, 1997;
Sanchez-Meca & Marin-Martinez, 1997) suggest that with small numbers of groups, both
tests suffer from a very low power. Given the lack of clear guidelines and the poor
performance of existing methods, only the confidence interval for the fixed effects terms

were calculated.
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Study 1: Results and Discussion

This section presents how sample sizes, model complexity, and ICCs affect the
estimates of fixed effects and error variance-covariance terms in a three-level HLM.

Table 11 shows which parameters were estimated in each model, where a ‘+’
indicates that parameter was estimated in that model. The order of presentation for each
of the parameter group is as follows: (a) convergence, (b) relative bias results, (c) RMSE
results, and (d) parameter coverage. The tabular representation of relative bias and RMSE
are presented for each of the parameter estimates. However, because it is often difficult to
interpret tabular information in simulation studies, graphical summaries were also

presented and examined when necessary.

There are four fixed effect intercept terms (Yo00, Yo10: Y100, @Nd ¥110) aS Seen in
Table 11. yy00 and yo Were estimated in both L1 and L2L2L3 models. y,10 and ¥11o
were only estimated in L1L2L3 model. y,, is the intercept term for the equation
predicting By ;- Yo10 IS the intercept term for the equation predicting By1;. Y100 IS the
intercept term for the equation predicting B¢;. Y110 is the intercept term for the equation
predicting f11;. Y110 is also called a cross-level interaction term between L1 and L2

predictor.
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Table 11.

Estimated Parameters under Both Models

Model
Parameter Grou Level Parameter
P L1 L1L2L3
Fixed Yooo0 + +
Effects Yo1o +
Intercept L3 Yioo + +
Terms
Y110 +
gfleEd Yoo1 +
ects Yo11 +
Slope L3 +
Terms Y101
Y111 +
L1 oz + +
2
L2 Gro + +
. 2
Residual Gzrl + +
Variance OUyp + +
Terms T8 + +
L3 2
auo1 +
2
au11 +
L2 Oy, Or, + +
+
Uu000u01
Residual Ougo Oy +
Covariance
L3 O-uooo-un +
Terms +
O-uo10-u1o
Gu01 O-u11 +
0u100u11 +

There are four fixed effect slope terms (Y001, Y011, Y101, @Nd ¥111) @s seen in Table
11. Fixed effect slope terms were estimated only in L1L2L3 model. y0, is the slope term

for the equation predicting Soo;. Y001 is the only non-interaction slope term. y, is the
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slope term for the equation predicting ;. It is also called a cross-level interaction term
between L2 and L3 predictor. y4, is the slope term for the equation predicting ;. It is
also called a cross-level interaction term between L1 and L3 predictor. y,44 is the slope

term for the equation predicting f;4;. It is also called a three-way cross-level interaction

term between L1, L2, and L3 predictor.

There are seven residual variance terms (6¢, o7, 07., 0y, Oicy,s O,y @Nd 07 )
as seen in Table 11. oZ is the L1 residual variance term. o/ and o7, are the L2 residual
variance term. o7, 05, 0},,, and o are the L3 residual variance terms. There are
also seven residual covariance terms (., Ouyguo; » Fuottro + Fttooury * Tuogtiyo + Ottgrisy?
and oy, ,,,) s seen in Table 11. o, is the L2 residual covariance term and the

remaining residual covariance terms are the L3 residual covariance terms.

Convergence, absolute bias, relative bias, RMSE, and parameter coverage
proportion results are presented in the next section. The results are presented follow in

the order of parameter groups presented in Table 11.

Convergence. Model convergence was not a substantial problem with any of the
conditions examined in study. There were only maximum of two replications under the
lowest sample size condition (NL1=3, N.2=10, N1 3=100) for the L1L2L3 model. For these
non-convergence conditions, new data were generated to keep the number of replications

at 500.
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Absolute bias. The absolute bias values for fixed effects intercept terms, fixed
effects slope terms, residual variance, and residual covariance terms are presented in this
section.

Fixed effects intercept terms. The absolute bias values for the fixed effect

intercept terms are presented in Table 12. As clearly seen in Table 12, the absolute bias

Table 12.

Absolute Bias for Fixed Effect Intercept Terms

Parameter Sample Size* L1 Model L1L2L3 Model
L2 L3 ICC1 ICC2 ICC1 ICC2
10 30 0.273 0.228 0.281 0.242
50 30 0.118 0.107 0.116 0.105
Yooo
10 100 0.146 0.125 0.151 0.138
50 100 0.062 0.055 0.061 0.058
10 30 0.031 0.028
50 30 0.013 0.010
Yo1o
10 100 0.017 0.015
50 100 0.007 0.006
10 30 0.14 0.15 0.16 0.152
50 30 0.06 0.06 0.07 0.068
Y100
10 100 0.09 0.08 0.08 0.085
50 100 0.04 0.03 0.04 0.036
10 30 0.018 0.018
50 30 0.007 0.007
Y110
10 100 0.010 0.009
50 100 0.004 0.004

Note. *L1 sample size is 3. ICCy, (ICCL1=0.50, ICC2=0.40, ICC3=0.10). ICC:
(ICCL1=0.50, ICC2=0.20, ICC3=0.30).
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values for the y410, Y100, and ¥11, are all relatively small and close to 0 compared to the
Yooo- The highest absolute bias values are associated with y,,, Where N2.=10 and
NL3=30 regardless of varying model complexity and ICCs. It is also clear in the table that
as L2 and L3 sample sizes increase absolute bias values decrease.

Fixed effects slope terms. The absolute bias values for the fixed effect slope
terms are presented in Table 13. As clearly seen in the Table 13, the absolute bias values

Table 13.

Absolute Bias for Fixed Effect Slope Terms

Parameter Sample Size* L1L2L3 Model
L2 L3 ICC1 ICC2
10 30 0.133 0.174
50 30 0.214 0.337
oo 10 100 0.067 0.093
50 100 0.117 0.186
10 30 0.011 0.012
50 30 0.013 0.015
Yo 10 100 0.006 0.005
50 100 0.007 0.008
10 30 0.084 0.127
50 30 0.153 0.247
Vo 10 100 0.044 0.069
50 100 0.076 0.129
10 30 0.006 0.008
50 30 0.007 0.010
i 10 100 0.003 0.004
50 100 0.004 0.005

Note. *L1 sample size is 3. ICCy, (ICCL1=0.50, ICC2=0.40, ICC3=0.10). ICC:
(ICCL1=0.50, ICC2=0.20, ICC3=0.30).

for the y,11and y;14 are all relatively small and close to O compared to the y491 and y41.

The highest absolute bias values are associated with y,,; Where N 2=50 and N 3=30
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regardless of varying model complexity and ICCs. Similar to the fixed effects intercept
terms, as L3 sample sizes increase absolute bias values decrease. However, unlike fixed

effects intercept terms, as L2 sample sizes increase absolute bias values increase.

Residual variance terms. The absolute bias values for the residual variance terms
are presented in Table 14. Table 14 shows that absolute bias values across conditions
ranged from 0.001 to 6.796. The absolute bias values for L3 residual variance terms
o}, ,and o _are very close to 0. However, the absolute bias values for g (L1 residual
variance), a,?o (L2 residual variance associated with L1 equation intercept, moij), o7 (L2
residual variance associated with L1 equation intercept, mij), o5, (L3 residual variance
associated with L2 intercept for equation, 7ojj), and 0510 (L3 residual variance associated

with L2 intercept for equation, mtyjj) are relatively higher compare to the absolute bias

values found in the fixed effects intercept and slope terms.

The highest absolute bias values are associated with o7, (L3 residual variance
associated with L2 intercept for equation, moij) where N 2=50 and N3=100 regardless of
varying model complexity and ICCs. Similar to the fixed effects intercept terms, as L2
sample sizes increase absolute bias values decrease for o, o7, 0%, 03, ,, and o7 . For
o4, and o, only for L1 model as L2 sample sizes increase absolute bias values
decrease. However, for both 0501 and 0500, absolute bias vales actually increase for ICC»
(ICCL1=0.50, ICC»=0.20, ICC3=0.30) conditions as L2 sample sizes increase. Under L1
model for ICC; (ICC11=0.50, ICC»=0.40, ICC15=0.10) condition, for the ¢, and o7,

absolute bias values decrease as L2 sample size increase when L3 sample size 30.
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However, absolute bias values increase as L2 sample size increase when L3 sample size
was 100. These relationship warrants more exploration in Study 2.

Table 14.

Absolute Bias for the Residual Variance Terms

Parameter Sample Size* L1 Model L1L2L3 Model
L2 L3 ICC1 ICC2 ICC1 ICC2
10 30 1.059 1.170 1.150 1.084
5 50 30 0.522 0.491 0.521 0.540
% 10 100 0.618 0.582 0.647 0.610
50 100 0.303 0.279 0.317 0.291
10 30 2.321 1.844 2.192 1.732
52 50 30 1.035 0.838 0.985 0.845
"o 10 100 1.330 1.023 1.226 1.026
50 100 0.574 0.477 0.558 0.468
10 30 0.569 0.538 0.473 0.448
o2 50 30 0.300 0.267 0.298 0.274
e 10 100 0.376 0.312 0.345 0.284
50 100 0.191 0.163 0.203 0.170
10 30 1.002 1.370 0.981 1.811
52 50 30 0.421 0.589 0.778 5.536
Hoo 10 100 0.620 0.759 0.731 1.382
50 100 0.229 0.313 1.681 6.796
10 30 0.005 0.006
52 50 30 0.002 0.006
Hio 10 100 0.003 0.004
50 100 0.002 0.007
10 30 0.396 0.656 0.424 0.857
52 50 30 0.159 0.275 0.371 2.807
Hot 10 100 0.223 0.332 0.305 0.656
50 100 0.087 0.149 0.853 3.435
10 30 0.002 0.002
52 50 30 0.001 0.002
1 10 100 0.001 0.002
50 100 0.001 0.003

Note. *L1 sample size is 3. ICCy, (ICC1=0.50, ICC2=0.40, ICC3=0.10). ICC;
(ICCL1=0.50, ICC>=0.20, ICC3=0.30).

44



Residual covariance terms. The absolute bias values for the residual covariance
terms are presented in Table 15. Table 15 shows that absolute bias values across
conditions ranged from 0.001 to 3.877. The absolute bias values for o, o, (L3 residual
covariance between Booj and Boyj which are the intercept and the slope of the L2 equation
moij, respectively), o, 0y, , (L3 residual covariance between Booj and Bas1j which are the
intercept and the slope of the L2 equations moij and msij, respectively), oy, , o, (L3 residual
covariance between Boyj and B1oj Which are the intercept and the slope of the L2 equations
moij and miij, respectively), o, . 0, , (L3 residual covariance between Boij and Baaj which are
the slopes of the L2 equations mojj and msij, respectively), and oy, 0y, (L3 residual
covariance between Bioj and B11; which are the intercept and slope of the L2 equation myjj,
respectively) are all very low and less than 0.15. These absolute values are relatively low
compared to the residual covariance terms for o,, o, and o, 7y, ,. The two highest
absolute values were associated with o, o, (L2 residual covariance term) and oy, ., (L3
residual covariance between Booj and B1oj which are the intercepts of the L2 equations mojj
and msij, respectively). For o, o, the absolute bias values decrease as L2 and L3 sample
sizes increase. However, for the o, ., ,, absolute bias values tend to increase as L2

sample size increase. The absolute bias values tend to decrease as L3 sample size

increase for oy, v, ,-

The absolute bias values for the remaining L3 residual covariance terms tend to

decrease as L2 sample size increases as well as L3 sample increases.
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Table 15.

Absolute Bias for the Residual Covariance Terms

Parameter Sample Size* L1 Model L1L2L3 Model
L2 L3 ICC1 ICC2 ICC1 ICC2
10 30 0.961 0.892 0.896 0.801
o o 50 30 0.458 0.411 0.454 0.415
o 10 100 0.607 0.51 0.523 0.484
50 100 0.271 0.241 0.269 0.234
10 30 0.060 0.102
. o 50 30 0.035 0.173
oo "Uo1 10 100 0.041 0.061
50 100 0.047 0.156
10 30 0.639 1.121 0.545 1.015
. o 50 30 0.339 0.939 0.547 3.877
oo "10 10 100 0.415 0.903 0.403 0.881
50 100 0.286 0.873 0.747 2.708
10 30 0.031 0.053
o o 50 30 0.014 0.027
Ugo “U11
10 100 0.022 0.031
50 100 0.007 0.01
10 30 0.04 0.059
50 30 0.013 0.018
0. O.
Ho1 7o 10 100 0.023 0.031
50 100 0.008 0.037
10 30 0.002 0.004
50 30 0.001 0.005
0. O.
Ho1 Tt 10 100 0.002 0.003
50 100 0.002 0.005
10 30 0.023 0.04
o o 50 30 0.013 0.061
H107t 10 100 0.015 0.025
50 100 0.016 0.053

Note. *L1 sample size is 3. ICCy, (ICCL1=0.50, ICC2=0.40, ICC3=0.10). ICC:
(ICCL1=0.50, ICC2=0.20, ICC3=0.30).
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Relative Bias. The relative bias values for fixed effects intercept terms, fixed
effects slope terms, residual variance, and residual covariance terms are presented in this
section.

Fixed effect intercept terms. The relative bias values for the fixed effect intercept
terms are presented in Table 16. As clearly seen in the Table 16, the relative bias values

for the yo11, Y111, are all within acceptable values unlike y40, Y101- The highest relative

Table 16.

Relative Bias for Fixed Effect Intercept Terms

Parameter Sample Size* L1 Model L1L2L3 Model
L2 L3 ICC1 ICC2 ICC1 ICC2
10 30 0.347 0.279 0.351 0.306
50 30 0.152 0.133 0.145 0.129
Yoo0
10 100 0.184 0.155 0.193 0.171
50 100 0.078 0.068 0.077 0.073
10 30 0.038 0.035
50 30 0.017 0.013
Yo11
10 100 0.021 0.019
50 100 0.009 0.008
10 30 0.182 0.185 0.194 0.191
50 30 0.080 0.081 0.082 0.085
Y101
10 100 0.108 0.104 0.105 0.108
50 100 0.046 0.043 0.044 0.045
10 30 0.023 0.022
50 30 0.009 0.008
V111
10 100 0.012 0.012
50 100 0.005 0.005

Note. *L1 sample size is 3. ICCy, (ICC1=0.50, ICC2=0.40, ICC3=0.10).
ICC, (ICCL1=0.50, ICC2=0.20, ICC3=0.30).
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bias values were associated with the condition where N2=10 and N 3=30. For all of the
fixed effects intercept parameters, the relative bias values tend to drop as L2 sample sizes
increase as well as L3 sample sizes increase.

Fixed effect slope terms. The relative bias values for the fixed effect slope terms

are presented in Table 17. As clearly seen in the Table 17 the relative bias values for

Table 17.

Relative Bias for Fixed Effect Slope Terms

Parameter Sample Size* L1L2L3 Model
L2 L3 ICC1 ICC2
10 30 0.167 0.219
50 30 0.270 0.420
Yoo1
10 100 0.085 0.118
50 100 0.146 0.229
10 30 0.013 0.015
50 30 0.017 0.019
Yo11
10 100 0.007 0.007
50 100 0.008 0.010
10 30 0.106 0.158
50 30 0.191 0.305
Y101
10 100 0.056 0.086
50 100 0.096 0.163
10 30 0.008 0.010
50 30 0.009 0.012
Y111
10 100 0.004 0.004
50 100 0.005 0.006

Note. *L1 sample size is 3. ICCy, (ICCL1=0.50, ICC2=0.40, ICC3=0.10). ICC> (ICC1=0.50,
ICC2=0.20, ICC3=0.30).
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Yo11 and y414, are all within acceptable range. On the other hand, the relative bias values
for Y00 and y441, are not all within acceptable range. Similar to the fixed effects
intercept terms, as L3 sample sizes increase relative bias values decrease. However,
unlike fixed effects intercept terms, as L2 sample sizes increase relative bias values

increase.

Residual variance terms. The relative bias values for the residual variance terms
are presented in Table 18. As clearly seen in the Table 18, the relative bias results for L1
model under shows that level 1 residual variance (c2) were estimated with minimal bias.
Similarly, the level 2 residual variance associated with the intercept (Urzo) were also
estimated with minimal bias. However, there are some clear differences in the relative
bias for the level 2 residual variance associated with the slope. The largest relative bias
(3.25) was for o, and it was the condition terms associated with level 2 intercept and
slope. The largest relative bias (3.25) was for o7 and it was the condition when ICC
(ICCL1=0.50, ICC2=0.20, ICC3=0.30) and sample sizes for N>=10 and N 3=30 are the
lowest examined in Study 1. Similarly, when ICC, (ICC.1=0.50, ICC2=0.40,
ICC13=0.10) the relative bias for o> was the highest among all the sample size
combinations. The magnitude of the relative bias values for 7 is around 3 times higher
for ICC; than the ICCy condition. This difference warrants further exploration of the

effect of varying ICC values on relative bias.
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Table 18.

Relative Bias for Residual Variance Terms

Parameter Sample Size* L1 Model L1L2L3 Model
L2 L3 ICC1 ICC2 ICC1l ICC2

10 30 -0.015  -0.022 -0.021 -0.021

5 50 30 -0.004  -0.005 -0.007 -0.009

Te 10 100 -0.007 -0.010 -0.008 -0.013

50 100 -0.002  -0.002 -0.003 -0.003

10 30 0.020  0.067 -0.013 0.043

2 50 30 0.008  0.016 0.007 0.022

To 10 100 0.014  0.023 0.007 0.028

50 100 -0.001  0.002 0.005 0.002

10 30 1.247  3.247 0.993 2.662

52 50 30 0.319  1.167 0.415 1.193

& 10 100 0.646  1.482 0.491 1.377

50 100 0.094  0.395 0.100 0.418

10 30 -0.123  -0.048 -0.103 -0.135

52 50 30 -0.039  -0.036 -0.224 -0.692
Hoo 10 100 -0.036  -0.010 -0.108 -0.100

50 100 -0.015  -0.009 -0.621 -0.853

10 30 1.408 0.072

2 50 30 -0.086 -0.571
to 10 100 0.476 -0.123

50 100 -0.454 -0.774

10 30 -0.096  -0.048 -0.140 -0.146

52 50 30 -0.028  -0.037 -0.232 -0.697
o1 10 100 -0.036  -0.019 -0.120 -0.103

50 100 -0.012  -0.010 -0.629 -0.855

10 30 0.974 0.007

52 50 30 -0.212 -0.576
i 10 100 0.305 -0.139

50 100 -0.468 -0.767

Note. *L1 sample size is 3. ICCy, (ICC1=0.50, ICC2=0.40, ICC3=0.10). ICC;
(ICCL1=0.50, ICC>=0.20, ICC3=0.30).

Residual covariance terms. The relative bias values for the residual variance

terms are presented in Table 19. As clearly seen in the Table 19, the majority of the
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relative bias values are not within the acceptable range. The only condition where the
relative bias values for o, o, are within acceptable range was for the conditions where
NL2=50 and NL3=100 regardless of varying model complexity and ICCs. None of the
conditions for oy, , 0y, ,+ 0wy, Oy, 10u,, Ouy,» @Nd 0y 0y, have acceptable relative bias
values. On the other hand as seen in Table 19, only one or two conditions for o, 0y,
and a,,,, 0y, ,have relative bias values within acceptable range. Overall, the relative bias
estimates for the residual covariance terms are not within acceptable range especially for
L3 residual covariance terms. This warrants further explorations such as fixing the L3
covariance to 0 and check how that effects the relative bias for other parameters in the

model.

To summarize the results for L1 model, parameter estimates were grouped as
fixed effects, L1 residual variance, L2 residual variance-covariance, and L3 residual
variance-covariance for easy comparison. Figure 2 includes the visual representation of
the relative bias results group by the type of estimates. The first two columns in Figure 2
represents the fixed effects for ICC; and ICC; respectively. Similarly, the third and fourth
column represents the L1 residual variance for ICCy and ICC; respectively. The fifth and
sixth column was for L2 residual variance-covariance terms, and finally, the last two

columns are for L3 residual variance-covariance terms.
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Table 19.

Relative Bias for Residual Covariance Terms

Parameter Sample Size* L1 Model L1L2L3 Model
L2 L3 ICC1 ICC2 ICC1 ICC2
10 30 0.55 1.76 0.51 1.71
oo 50 30 0.13 0.61 0.24 0.54
07T 10 100 0.29 0.72 0.34 0.63
50 100 0.00 0.12 0.09 0.12
10 30 -0.37 -0.29
o o 50 30 -0.56 -1.44
too " to1 10 100 -0.31 -0.22
50 100 -1.11 -1.32
10 30 -0.39 -0.30 -0.11 -0.14
o o 50 30 -0.28 -0.29 -0.38 -1.19
o0 710 10 100 -0.30 -0.27 -0.13 -0.17
50 100 -0.26 -0.27 -0.65 -0.82
10 30 0.17 0.18
o o 50 30 0.76 1.97
oo "t 10 100 0.32 0.21
50 100 1.11 0.80
10 30 -0.35 -0.09
o o 50 30 -0.04 -0.26
o1 710 10 100 -0.08 -0.08
50 100 -0.26 -0.59
10 30 0.89 -0.23
o o 50 30 -0.71 -1.46
o1 7t 10 100 -0.15 -0.30
50 100 -1.25 -1.32
10 30 -0.23 -0.29
o o 50 30 -0.57 -1.66
t107 10 100 -0.36 -0.23
50 100 -1.22 -1.45

Note. *L1 sample size is 3.

If we look at the rows in Figure 2, the first two rows keep the L1 (N=3) and L3 (N=30)

sample size constant and varies the L2 sample sizes from 10 to 50. In rows three and

52



four, L3 sample size was increased to 100, and L2 sample size was 10 in row 3 and 50 in

row b.
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Figure 2. Relative Bias Grouped by Different Parameter Estimates for L1 Model

Using the rule, 0.15 (absolute values) as acceptable relative bias value, it is clear
that regardless of sample size and ICC combinations, fixed effects, L1 residual variance,
and L3 residual variance-covariance estimates are unbiased. However, when the focus is
L2 residual variance-covariance terms, the same conclusion do not hold. The relative bias
estimates for ICC; is less than the ICC; (Less variability at L2 compared to ICC31). The

only acceptable relative bias was for Urzo under all sample size conditions. The other

conclusion was as the sample size for L2 and L3 increase, the relative bias decreases.

For L1L2L3 model, Figure 3, Figure 4, and Figure 5 includes the visual
representation of relative bias values for the fixed effects; L1 residual variance, L2

residual variance-covariance terms; and the L3 residual variance-covariance terms.

The close examination of Figure 3 revealed that the sample size conditions
regardless of ICC that had the lowest relative bias was the condition where N 1=3,
NL2=10, and N13=100. Against the expectation, increasing the L2 sample size did not
provide lower relative bias values where N1=3, N2=50, and N3=100. Figure 3 also

showed that of low relative bias values when L3 sample size was 100.
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Figure 4 shows that the L2 residual variance-covariance terms have higher

relative bias values compared to the fixed effects terms presented in Figure 2.
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Figure 4. L1 Residual Variance and L2 Residual Variance-Covariance Terms for the
L1L2L3 Model
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Visual inspection of Figure 5 shows that the condition where N2 = 10, and N3 =

100 for ICCy had the lowest relative bias values compared the other conditions. It was

also generally true that ICC; conditions have lower relative bias values compared to ICC>

conditions.
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Figure 5. L3 Residual Variance-Covariance for the L1L2L3 Model
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RMSE. The RMSE values for fixed effects intercept terms, fixed effects slope
terms, residual variance, and residual covariance terms are presented in this section.
Fixed effect intercept terms. The RMSE values for the fixed effect intercept

terms are presented in Table 20. As clearly seen in the Table 20, the RMSE values for the

Table 20.
RMSE for Fixed Effect Intercept Terms

Parameter Sample Size* L1 Model L1L2L3 Model
L2 L3 ICC1 ICC2 ICC1 ICC2
10 30 0.347 0.279 0.351 0.306
50 30 0.152 0.133 0.145 0.129
Yoo00
10 100 0.184 0.155 0.193 0.171
50 100 0.078 0.068 0.077 0.073
10 30 0.038 0.035
50 30 0.017 0.013
Yo11
10 100 0.021 0.019
50 100 0.009 0.008
10 30 0.182 0.185 0.194 0.191
50 30 0.080 0.081 0.082 0.085
Y101
10 100 0.108 0.104 0.105 0.108
50 100 0.046 0.043 0.044 0.045
10 30 0.023 0.022
50 30 0.009 0.008
Y111
10 100 0.012 0.012
50 100 0.005 0.005

Note. *L1 sample size is 3.

Yo11» Y111, Were all very low compared t0 Y00, Y101- The highest RMSE values were

associated with the condition where N 2=10 and N 3=30. For all of the fixed effects
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intercept parameters, the RMSE values tend to drop as L2 sample size increase as well as

L3 sample size increases.

Fixed effect slope terms. The RMSE values for the fixed effect slope terms are
presented in Table 21. As clearly seen in the Table 21, the RMSE values for y,;; and
Y111, are all relatively low compared to the RMSE values for yo, and y;11. Similar to

the fixed effects intercept terms, as L3 sample sizes increase RMSE values decrease.

Table 21.
RMSE for Fixed Effect Slope Terms

Parameter Sample Size* L1L2L3 Model
L2 L3 ICC1 ICC2
10 30 0.167 0.219
50 30 0.270 0.420
Yoo1
10 100 0.085 0.118
50 100 0.146 0.229
10 30 0.013 0.015
50 30 0.017 0.019
Yo11
10 100 0.007 0.007
50 100 0.008 0.010
10 30 0.106 0.158
50 30 0.191 0.305
Y101
10 100 0.056 0.086
50 100 0.096 0.163
10 30 0.008 0.010
50 30 0.009 0.012
Y111
10 100 0.004 0.004
50 100 0.005 0.006
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However, unlike fixed effects intercept terms, as L2 sample sizes increase RMSE values

increase.

Residual variance terms. The RMSE values for the residual variance terms are
presented in Table 22. As clearly seen in the Table 22, almost all of the RMSE values are
relatively high compared to the RMSE values for the fixed effects intercepts and slopes
terms. The minimum RMSE values were associated with ¢ and o, . The two largest
RMSE values (5.706 and 6.797) were linked to aﬁoo under L1L2L3 (one predictor at each
level) where the ICC at L2 was lowest and ICC at L3 was highest ICC, (ICC.1=0.50,
ICC2=0.20, ICC13=0.30) among examined conditions. These largest RMSE values
observed for o7, when N12=50 and N13=30 or N13=100. The magnitude of the RMSE
values for 0500 around 4 times higher for ICC; (ICC1=0.50, ICC2=0.20, ICC3=0.30)
than the ICC1 (ICC11=0.50, ICC»=0.40, ICC3=0.10) condition. The difference between
ICC: and ICC; was that more of the shared variability shifts from L2 to L3 in ICC,. This
difference in where the shared variability and its potential effect on the RMSE values

warrants further exploration of the effect of varying ICC values on RMSE in Study 2.

RMSE values for the residual variance terms tend to decrease as L2 sample size

increases as well as L3 sample size increases also. However, RMSE values of o

violates this pattern.

Residual covariance terms. The RMSE values for the residual covariance terms
are presented in Table 23. As clearly seen in the Table 23, the majority of the RMSE

values were very small and close to 0. The only conditions where the RMSE values were
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Table 22.

RMSE for Residual Variance Terms

Parameter Sample Size* L1 Model L1L2L3 Model
L2 L3 ICC1 ICC2 ICC1 ICC2
10 30 1.338 1.437 1.448 1.382
X 50 30 0.659 0.619 0.646 0.669
%e 10 100 0.761 0.737 0.825 0.760
50 100 0.380 0.347 0.392 0.369
10 30 2.980 2.338 2.771 2.162
52 50 30 1.317 1.037 1.247 1.051
"o 10 100 1.684 1.287 1.546 1.274
50 100 0.731 0.596 0.687 0.596
10 30 0.832 0.841 0.753 0.744
.2 50 30 0.392 0.387 0.392 0.399
r1 10 100 0.503 0.466 0.469 0.430
50 100 0.237 0.209 0.249 0.223
10 30 1.235 1.698 1.215 2.35
52 50 30 0.524 0.747 1.024 5.706
Yoo 10 100 0.759 0.958 0.918 2.321
50 100 0.285 0.394 1.892 6.797
10 30 0.009 0.008
52 50 30 0.002 0.006
10 10 100 0.004 0.005
50 100 0.002 0.007
10 30 0.493 0.821 0.514 1.145
52 50 30 0.197 0.344 0.512 2.894
Ho1 10 100 0.277 0.413 0.41 1.163
50 100 0.108 0.186 0.968 3.435
10 30 0.003 0.003
52 50 30 0.001 0.002
¥11 10 100 0.001 0.002
50 100 0.001 0.003

Note. *L1 sample size is 3.
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Table 23.

RMSE for Residual Covariance Terms

Parameter Sample Size* L1 Model L1L2L.3 Model
L2 L3 ICC1 ICC2 ICC1 ICC2
10 30 1.228 1.151 1.132 1.049
oo 50 30 0.585 0.529 0.58 0.532
o771 10 100 0.766 0.66 0.679 0.613
50 100 0.337 0.297 0.335 0.294
10 30 0.077 0.128
o o 50 30 0.044 0.177
too " to1 10 100 0.052 0.082
50 100 0.051 0.156
10 30 0.763 1.347 0.687 1.494
o o 50 30 0.400 1.006 0.809 4.136
oo "t10 10 100 0.495 1.014 0.580 1.518
50 100 0.316 0.898 0.964 3.220
10 30 0.041 0.066
o o 50 30 0.016 0.028
oo "t 10 100 0.026 0.038
50 100 0.008 0.010
10 30 0.050 0.074
50 30 0.017 0.019
Tug1Ouyg 10 100 0.029 0.039
50 100 0.008 0.037
10 30 0.004 0.005
Oy, O, 50 30 0.002 0.005
10 100 0.002 0.003
50 100 0.002 0.005
10 30 0.029 0.050
o o 50 30 0.016 0.063
Y107t 10 100 0.018 0.032
50 100 0.017 0.053

Note. *L1 sample size is 3.
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high were under o, 0, , 0y,,,0%,, and o, 7y, . All other residual covariance terms have

a RMSE value less than 0.10. Generally, the RMSE values decrease as the L2 or L3
sample size increases.

All of the conditions under o, 0%, Ou,, Ou,yOuy, Ouy,» AN 0y, 0y, had RMSE
values very close to 0. Overall, four out of seven residual covariance terms had relatively
high RMSE values. This warrants further explorations such as how fixing the L3
covariance to 0 effects the RMSE for other parameters in the model. Another point worth
mentioning was that almost all of the RMSE values for level 3 residual variance-

covariance terms were negative which means they were all underestimated.

Coverage. The parameter coverage proportions for fixed effects intercept terms,
fixed effects slope terms, residual variance, and residual covariance terms are presented
in this section.

Fixed effect intercept terms. Table 24 shows that parameter coverage proportions
for the fixed effect intercept terms. Almost all of the coverage proportions are greater
than the nominal level 0.95 except the two conditions under L1L2L3 model for y410

where N 2=10 and N 3=30.

The coverage rates larger than the nominal rate is a sign of upward biased
standard errors given the parameter estimates are accurate. On the other hand, upward
biased standard errors tend to produce conservative rates of Type-I error errors given the

parameter estimates are accurate.
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Table 24.

Parameter Coverage Proportions for Fixed Effect Intercept Terms

Parameter Sample Size* L1 Model L1L2L3 Model
L2 L3 ICC1 ICC2 ICC1 ICC2
10 30 0.98 1.00 0.98 1.00
50 30 1.00 1.00 1.00 1.00
Yooo 10 100 0.99 1.00 0.98 1.00
50 100 1.00 1.00 1.00 1.00
10 30 0.95 0.95
50 30 1.00 1.00
Yoto 10 100 0.96 0.96
50 100 0.98 1.00
10 30 0.99 1.00 0.99 1.00
50 30 1.00 1.00 1.00 1.00
Y100 10 100 0.99 1.00 1.00 1.00
50 100 1.00 1.00 1.00 1.00
10 30 0.96 0.97
50 30 0.96 1.00
Y110 10 100 0.96 0.97
50 100 0.97 1.00

Parameter coverage proportions for y,0 and y; oo Were relatively higher than the
parameter coverage proportions for y,10 and y;1,. This uncertainty in estimation may be

due to the much larger scale of y,0 and y, oo intercept terms relative to the y41o and y;10-

Fixed effects slope terms. Table 25 shows that fixed effects slope terms have
more conditions that had the coverage proportions at the nominal level compared to the
fixed effects intercept terms. Unlike the fixed effect intercept terms, coverage proportions
are general lower than the nominal level of .95. The coverage rates less than the nominal
rate are a sign of downward biased standard errors given the parameter estimates are
accurate. These produce relatively conservative rates of Type-I error given the parameter

estimates are accurate.
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Table 25.

Parameter Coverage Proportions for Fixed Effect Slope Terms

Parameter Sample Size* L1L2L3 Model
L2 L3 ICC1 ICC2
10 30 0.91 0.92
50 30 0.91 0.90
Yoor 10 100 0.95 0.92
50 100 0.93 0.95
10 30 0.90 0.86
50 30 0.88 0.91
Yo 10 100 0.93 0.94
50 100 0.95 0.95
10 30 0.90 0.88
50 30 0.90 0.92
P11 10 100 0.94 0.93
50 100 0.94 0.93
10 30 0.91 0.88
50 30 0.90 0.90
F 10 100 0.94 0.95
50 100 0.93 0.93
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Summary of Study 1 Results
Convergence rate was not an issue for the models examined. Because of that, it was not
examined in this section.

Fixed Effects Intercept Terms. The absolute bias values, relative bias values for
fixed effects intercept terms were generally acceptable, and the RMSE values were
generally low under the studied conditions for both L1 and L1L2L3 model. However,
Yooo and Y100 had higher absolute bias values and RMSE values for both models and
ICCs when the L3 sample size was 30 regardless of L2 sample size.

The parameter coverage proportions for the fixed effect intercept terms were
generally above the nominal level across the models, sample sizes, and ICCs examined

under Study 1.

In all of the calculated summary statistics (absolute bias, relative bias and RMSE
results) for fixed effects intercept terms, increasing the sample size both at L2 and L3
reduced the absolute bias, relative bias and RMSE values regardless of the model

complexity and ICCs.

Fixed Effects Slope Terms. Fixed effects slope terms were only estimates under
the L1L2L3 model (one predictor at each level). The absolute bias values for fixed effects
slope terms were generally acceptable except for the y ., and y,,, where L3 sample size
was 30 regardless of ICCs and L2 sample sizes. On the other hand, the relative bias
values were only acceptable for y,, in which the data generating value was relatively
higher compared to the other fixed effect slope terms. Relative bias values tend to be

smaller if the data generating values are higher. On the hand, relative bias values tend to
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be higher if the data generating values were between -1 and +1 since the calculations of
relative bias values involve dividing by the data generating values. Similar to the absolute
bias values, RMSE values generally acceptable except for the y,,, and y,,, where L3

sample size was 30 regardless of ICCs and L2 sample sizes.

The parameter coverage proportions for the fixed effect slope terms were
generally below the nominal level across the models, sample sizes, and ICCs examined

under Study 1.

In all of the calculated summary statistics (absolute bias, relative bias and RMSE
results) for fixed effects slope terms, increasing the sample size at L3 reduced the
absolute bias, relative bias and RMSE values regardless of the model complexity and
ICCs. However, the same pattern was not observed for the L2 sample size. This

difference requires further examined of this pattern in Study 2.

To test the effect of how increasing both L2 and L3 sample sizes affected the
absolute bias, relative bias, RMSE, and parameter coverage proportion results, the
maximum L2 sample size was set to 75, and L3 sample size was set to 150. Additionally,

the L2 sample size of 25 was examined in Study 2 which is a typical classroom size.

Residual Variance Terms. The relative bias estimates for L1 residual variance
term (a2) were within acceptable range for both the L1 model and L1L2L3 model under
the examined conditions but not for the absolute bias and RMSE.

The absolute bias and RMSE values L2 residual variance term Grzl were relatively

higher compared to the L1 residual variance term (¢2). On the other hand, the absolute

67



bias and RMSE values for the second L2 residual variance term o;% were relatively lower

compared to the L1 residual variance term (c2).

The relative bias values for o> were relatively higher compared to both oZ and
arzo. The magnitude of data generating parameter for arzlwas lower than the both ¢2 and

o/, . This discrepancy in the RMSE values might be related to that.

The absolute bias and RMSE values of 0501 and a&llwere all very low and close
to 0. However, the same was not true for the RMSE values of o7, and o . All three
summary statistics (absolute bias, relative bias, and RMSE) for o7, and o7, have

relatively higher values compared to the o . and o] .

Generally, absolute bias, relative bias, and RMSE values tend to decrease as both
L2 and L3 sample size increases. However, this pattern was violated by a&ooand aﬁlofor
absolute bias and RMSE specifically for the L2 sample sizes. Similarly, this pattern was
violated for relative bias for all of the L3 residual variances regardless of model

complexity and ICCs.

Residual Covariance Terms. Most of the L3 residual covariance terms (0,04,
OuooOusyr Otugy Ouuygr Ougy Oupyr @Nd 0y, 0y, ) Nad very low absolute bias and RMSE values
but almost all of the residual covariance terms did not have relative bias values within
acceptable range. The remaining residual covariance terms o, o, and oy, 0, ,had higher

values in all of the thee summary statistics examined.

Increasing the sample size on both L2 and L3 generally decreased the relative bias

values and RMSE values. However, changing ICC from ICC; (ICC1=0.50, ICC»=0.40,
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ICC13=0.10) to ICC> (ICC1=0.50, ICC2=0.20, ICC3=0.30) caused two or three times
increase in the absolute bias and RMSE values for g, gy, , in the L1L2L3 model. In the
L1L2L3 model. In other words, as more of shared variability shifts from L2 to L3, the
magnitude of the absolute bias and RMSE values increased drastically for o, g, under

L1L2L3 model but not under L1 model.

This drastic rise in the absolute bias and RMSE values warrants more exploration
of the effects of varying the magnitude of the ICC values. In both ICC; (ICC1=0.50,
ICC2=0.40, ICC3=0.10) and ICC; (ICC.1=0.50, ICC>=0.20, ICC3=0.30), L1 was set
to be the same and 0.5. However, most of the shared variability was shifted from L2 to

L3 in the ICC..

Naturally, the question of what happens if the shared variability and both L2 and
L3 was equal. Keeping this question in mind, the next ICC condition was set to equal
ICC at L2 and L3 was tested. To do this, ICC for L2 was set to .25, and L3 was set to .25.
In the second new ICC, to test the effect of lowering L2 ICC slightly (0.10) instead of

drastically (0.20), ICC for L2 was set to .30, and L3 was set to .20.

Majority of the absolute bias and RMSE values were relatively small for the L3
residual covariance terms. This warranted further explorations of the L3 residual
covariance terms and their effect on the accuracy of parameter estimates. To test this,

three new models proposed to be included in Study 2.

In the first new model that was called L1L2 variable model, the L3 predictor was
be dropped. L1L2 model equations were shown in Table 26. In the second new model,

the L3 residual covariance terms was set to O for the L1L2 model, and it was called
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L1L2 No L3 Covariance Model. In the third new model, the L3 residual covariance
terms was set to O for the L1L2L.3 model, and it was called L1L.2L.3 No L3 Covariance
Model. The model equations for the L1L2 No L3 Covariance Model was the same as
L1L2 model equations since we only constrained the L3 covariance terms to be 0.
Similarly, the model equations for the L1L2L3 No L3 Covariance Model was the same

as L1L2L3 model equations since we only constrained the L3 covariance terms to be 0.

Table 26.
L1L2 Model (Level 1 and Level 2 predictor)

Level 1 Yij = moij + i TiMegj + &t (8a)
Level 2 moij = Pooj + Pozj Xij+ rojj (8b)
mij = Baoj + P1aj Xij + rij (8¢c)
Level 3 Pooj = yooo + Uogj (8d)
Bo1j = yo1o + Uoyj (8e)
B10j = y100 + U1oj (8f)
Puij = yu10 + Unj (89)
Combined  Yiij=yooo + Uooj + (yo10 + Uogj) Xijt+ roij + (y100 + U10j + (8h)

(yr10 + Uggj) Xij + ruij) Timesj + &
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Chapter 4

STUDY 2
Method
The same data generation procedure in Study 1 was also used in Study 2.
Similarly, the data generating values used in Study 1 was also used in Study 2. As
described in Study 1 under “comparison of estimates”, the same summary statistics was

also employed in Study 2.

Results of Study 1 are used to make design choices for Study 2. Study 1 results
can be summarized as follows. First, results showed that the model parameters have
different sensitivity to modified conditions depending on whether the parameter was on
L1, L2 or L3. Second, fixed effects intercept terms were accurately estimated compared
to the fixed effects slope terms. Third, both fixed effects intercept and slope parameters
were more accurately estimated compared to the residual variance-covariance terms.
Fourth, varying ICC levels affected the residual variance-covariance parameters more
than the fixed effects parameters. Finally, increasing model complexity resulted in higher
relative bias and RMSE values for the model’s fixed effects and residual variance-

covariance terms.

In Study 1, two ICC conditions were examined, a) L1=.5, L2=.40, L3=0.10, (b)
L1=.50, L2=.20, L3=.30. The results of Study 1 showed that varying ICCs affected the
summary statistics, but the change from ICC; (L1=.5, L2=.40, L3=0.10) to ICC>
(L1=.50, L2=.20, L3=.30) was drastic especially for L2 ICC. The L3 ICC was tripled
from ICC; to ICCo.
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The first new ICC examined the equality of L2 and L3 ICCs, and the new ICCs
was set to be L1=.5, L2=.25, L3=0.25, which was referred as ICC3 throughout the study.
Next, instead of dropping ICC at L2 from 0.40 to 0.20, ICC at L2 was dropped 0.10 and
the second new set of ICCs (b) L1=.50, L2=.30, L3=.20, which was referred as ICC4
throughout the study. Table 27 showed the ICC values used in Study 2. Highlighted cells

show the ICC values examined in Study 1.

Table 27.
ICC Values Used in Both the Study 1 and Study 2

Study ICC ICCL1 ICCL2 ICCL3
1 1 0.50 0.40 0.10
1 2 0.50 0.20 0.30
2 3 0.50 0.25 0.25
2 4 0.50 0.30 0.20

Note. Highlighted cells indicate the conditions examined in Study 1.

Study 2 addressed the following questions, (a) How does increasing the highest
sample sizes at L2 and L3 affects the individual parameter estimates under different
model and ICC combinations? (b) How does fixing L3 residual variance-covariance
terms to 0 affects the individual parameter estimates under different model and ICC
combination? (c) How does varying ICCs with a small increment or decrement at L2 and

L3 affects parameter estimates?

To answer these questions, the conditions in Study 2 included two new L2 sample
sizes which were 25 and 75. The L2 sample sizes examined in Study 1 was 10 and 50.
The 75 was selected because for some of the parameters did not provide acceptable
absolute bias, relative bias and RMSE results with the highest L2 sample size of 50. The
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results generally showed that increasing L2 sample size generally resulted in lower
summary statistics examined throughout the study. | decided to increase the maximum L2
size to be 75. L2 sample size of 25 included because the typical classroom size is 25 and

HLM is a widely used method in education settings.

One new L3 sample size used in Study 2 was 150. In Study 1, increasing L3
sample size generally resulted in lower summary statistics, but not all of the parameter
reached to the acceptable level of relative bias, or lower absolute bias and RMSE.

Because of that, the maximum L3 sample size was set to 150 in Study 2.

Lastly, the three new models proposed in Study 1 examined in Study 2. Study 1
showed that model complexity played a role in the accuracy of parameter estimates,
especially for L3 residual covariance. In the first new model, L3 predictor dropped from
the L1L2L.3 model. This model was referred as L1L2 model or model 2 throughout the
study. Next, the L3 residual variance dropped from the L1L2 model to test the effect of it
on the accuracy of other parameter estimates. This model was called L1L2 No L3
Covariance Model or Model 3 throughout the study. Lastly, the L3 residual variance
dropped from the L1L2L.3 model to test the effect of it on the accuracy of other parameter
estimates. This new model was called L1L2L.3 No L3 Covariance model or model 5
throughout the study. The two models used in Study 1 was also used in Study 2. L1
model which was also referred as model 1 and L1L2L3 model which was also referred as

model 4.

The models and sample sizes used in Study 2 listed in Table 28 and conditions

that were examined in Study 1 were highlighted.
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Table 28.

Model, L1, L2, and L3 Sample Sizes Used in Study 2

Study Model N L1 N L2 N L3
1 L1 3 10 30
1 L1L2L3 50 100
2 L1L2 25 150
2 L1L2 No L3 Residual Covariance 75
2 L1L2L3 No L3 Residual Covariance

Note. Highlighted cells indicate the conditions examined in Study 1. L1 model had one
predictor at L1. L1L2 model had one predictor at both L1 and L2. L1L2L3 model had
one predictor at each level. L1L2 No L3 Covariance model did not estimate L3 residual
covariance. Similarly, L1L2L3 No L3 Covariance model did not estimate L3 residual
covariance.

In sum, the sample size conditions that are examined in this study (both Study 1

and Study 2) were as follows; N 1=3, N12=10, N1 2=25, N1 2=50, N 2=75, N3=30,

N3=100, N 3=150. Five models were examined (a) L1 Model, (b) L1L2L3 Model, (c)

L1L2 Model, (d) L1L2 No L3 Residual Covariance Model, () L1L2L3 No L3 Residual

Covariance Model. Table 27 shows the four set of ICC values included in Study 2.
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Study 2: Results and Discussion

Following the order of research questions presented in Chapter 1, this section
presents how sample sizes, model complexity and ICCs affect the estimates of fixed
effects intercept, fixed effects slope, residual variance, residual covariance terms in a

three-level HLM.

Similar to the Study 1, model convergence was not a substantial problem with any
of the conditions examined in this study. Convergence was only an issue for a maximum
of three replications under the lowest sample size conditions (N 1=3, N 2=10, N3=30)
for each model and ICC. In the replications where the model did not converge to a
solution, new data were generated and analyzed to keep the number of replications at

500.

Table 29 showed which parameters are estimated in each model, where a ‘+’
indicates that parameter was estimated in that model. The order of presentation for each
of the parameter estimates as follows: (a) absolute bias, (c) relative bias, (¢) RMSE

results, and (d) parameter coverage.

Estimates of absolute bias, relative bias, RMSE, and parameter coverage (only for
fixed effects intercept and slope terms) were calculated across replications for each of the
parameter under each model, ICC, L2, and L3 sample sizes. The total number of
estimated parameters was 22 and instead of presenting the absolute bias values for each
of the parameter separately, the parameters were grouped into 4 categories based on the
order of research questions: (a) the fixed effect intercept terms (Y900, Y010, Y100, @and

Y110), (0) fixed effects slope terms (Yoo1, Y011, Y101, @Nd ¥111), (C) Variance terms (o2,
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2 2 2 2 2 2 ;
Oy Oy O3 s Oy v Orty 00 AN 03, ), (d) covariance terms (o, 0y, Oy, Ougys OugyOuyy:
O-uooo-un’ O'u010'u10, 0“010-1111’ and O-u1oo-u11)'

Table 29.

Estimated Parameters Under Each Model

Model
Parameter Level Parameter
Group 1 2 3 4 5
Fixed Yo00 + + + + +
Effects N N N N
Intercept L3 Yo1o
Terms Y100 + + + + +
y110 + + + +
gflfxe? Yoo1 + +
ects
Yo11 + +
Slope L3 + +
Y101
Terms
Y111 + +
L1 ol + + + + +
2
L9 07, + + + + +
. 2
Residual Gzﬁ + + + + +
Variance Ol + + + + +
Terms T8 + + + + +
L3 2
2y + + + +
0., + + + +
L2 Oy, Or, + + + + +
+ +
O-uooo-um
Residual Ougo Oy + + +
o 13 au, c
Uu010u10 + +
0'u010-u11 + +
O'ulOO'u11 + +

Note. Model 1 is L1 model. Model 2 is L1L2 model. Model 3 is L1L2 No L3
Covariance model. Model 4 is L1L2L3 model. Model 5is L1L2L.3 No L3
Covariance model.
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There are four fixed effect intercept terms (Yo00, Yo10: Y100, @Nd ¥110) aS Seen in
Table 29. y400 and y4¢0 are estimated in all examined models. y4,0 and y;1, Were also
estimated in all models except the L2 model. y,, is the intercept term for the equation
predicting Boo;- Yo10 IS the intercept term for the equation predicting o1 ;. Y100 IS the
intercept term for the equation predicting B¢;. Y110 is the intercept term for the equation
predicting B11;. Y110 IS also called a cross-level interaction term between L1 and L2

predictor.

There are four fixed effect slope terms (Y001, Y011 Y101, @Nd ¥111) @s seen in Table
29. Fixed effect slope terms are estimated only in L1L2L3 and L1L2L3 no L3 residual
Covariance model. y; is the slope term for the equation predicting By ;. Y001 IS the only
non-interaction slope term. 4 is the slope term for the equation predicting S, ;. It is
also called a cross-level interaction term between L2 and L3 predictor. y, 4, is the slope
term for the equation predicting f;,;. It is also called a cross-level interaction term
between L1 and L3 predictor. y;4 is the slope term for the equation predicting ;4. It is

also called a three way cross-level interaction term between L1, L2, and L3 predictor.

H H 2 2 2 2 2 2 2
There are seven residual variance terms (o, 07, 07, Oy, 0%y, Oty AN 03 ).
o¢ is the L1 residual variance term. o/ and o/, are the L2 residual variance terms.

2 2 2 2 i i
Olo0r Oy, Ouyqr @Nd oy, | are the L3 residual variance terms.

There are also seven residual covariance terms (o, 0y, Gy, Oug, s Fuge Ty

OugoOusyr Ougy Ouygr Ougy Oupqr AN 0y Oy, ). 0y 0y, IS the L2 residual covariance term and
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OugyOugy OugyOutyor OrtgoOttyrr Ottgy Otuygr Otugy Oupqr ANM 0y 0y, are the L3 residual

covariance terms.

The tabular representation of the absolute bias, relative bias, RMSE, and
parameter coverage (only for fixed effects intercept and slope terms) values are created
for each of the parameter estimates under each group. However, because it is often
difficult to interpret tabular information in simulation studies. Graphical summaries are
also created for each parameter.However, due to space limitations, similarity of results in
some parameter estimates, and the large number of parameter estimates. The tabular
representation of the absolute values, relative bias, RMSE, and parameter coverage for
each of the parameter estimates were only included in Appendix A, Appendix B,
Appendix C, and Appendix G. Similarly, not all of the visual representation of the
absolute bias, relative bias, RMSE, and parameter coverage are presented in this section.
However, all of the visual representation of results of Study 2, were included in Appendix

D, Appendix E, Appendix F and Appendix H.

Absolute bias. The absolute bias values for fixed effects intercept terms, fixed
effects slope terms, residual variance, and residual covariance terms are presented in this
section.

Fixed effect intercept terms. The overall descriptive statistics for the absolute
bias of fixed effects intercept terms are presented in Table 30. As shown in Table 30, the
true value for the y,4¢ is very small. To show the actual value y,;, the numerical values

are presented with three decimal points.
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Table 30

Absolute Bias Descriptive Statistics for Fixed Effect Intercept Terms

Parameter True Value Minimum Maximum Mean SD
Y000 347.365 0.037 0.281 0.102 0.058
Y010 0.733 0.004 0.085 0.032 0.023
Y100 5.766 0.023 0.161 0.061 0.034
Y110 -0.014 0.003 0.019 0.008 0.004

The absolute bias values for the fixed effect intercept terms are generally very low
and across conditions ranged from 0.003 to 0.281. The highest absolute bias values are
found with y,00 and y400. Figure 6 shows the absolute bias values of y,,,. Tables of the
absolute bias statistics for y,,, and all other parameters can be found in Appendix A. As
seen in the Figure 6, the highest absolute bias values for y,,, are associated with the
condition where N»=10 and N1 3=30, bottom left panel. On the other hand, the lowest
absolute bias values for y,, are associated with the condition where N»=75 and
NL3=150, top right panel. The effect of ICC and model complexity on absolute bias is
very low. However, the absolute bias values that are associated with ICC; (solid red line,
ICCL1=0.50, ICC»=0.40, ICC3=0.10) is generally the highest followed by ICC4 (dash-
dotted black line, ICC1=0.50, ICC>=0.30, ICC3=0.20), ICC3s (dashed blue line,
ICCL1=0.50, ICC2=0.25, ICC3=0.25), and ICC: (dotted magenta line, ICC_1=0.50,
ICC2=0.20, ICC3=0.30). In other words, as more of shared variability shifts from L2 to

L3, the absolute bias values increase slightly.

Each row of Figure 6 represents an L2 sample size, and each row has three panels
that represent L3 sample sizes. Looking within each row, the highest absolute bias values

are associated with the panel where N 3=30, the first column, and the lowest absolute
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bias values are associated with the panel where N1 3=150, the last column. In other words,
keeping all else constant, when the L3 sample size increases from 30 to 150, the absolute

bias values decreases.

Similarly, each column of Figure 6 represents an L3 sample size, and each
column has four panels that represent L2 sample sizes. Looking within each column, the
highest absolute bias values are associated with the panel where N>=10, the bottom row.
On the other hand, the lowest absolute bias values are associated with the panel where
NL2=75, the top row. In other words, keeping all else constant, when the L2 sample size

increases from 10 to 75, the absolute values decreases.

Similar to the y,, absolute bias values for y;, are higher compared to the
remaining fixed effect intercept terms. y;, is also examined to check whether similar
pattern observed in y,q, also observed in y, 40, Although Figure 6 is very similar to
Figure 7, and the pattern seen in y,,o holds for y;,, the absolute bias values for y;, IS
nearly half of the absolute bias values for y,,,. The same general pattern holds for the
remaining fixed effect terms. Thus, the results are not presented here, but the tables and

figures for those can be found in Appendix A and Appendix D, respectively.
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Figure 6. Plot of Absolute Bias Across Manipulated Factors for yq0.

Notes. Model 1 is L1 Model. Model 2 is L1L2 Model. Model 3 is L1L2 No L3
Covariance Model. Model 4 is L1L2L3 Model. Model 5 is L1L2L3 No L3 Covariance

81

ICC

= ICC1
== |CC2
=+ICC3
- IcCc4

Model. ICCy, (ICCL1=0.50, ICC2=0.40, ICC3=0.10). ICC> (ICCL1=0.50, ICC2=0.20,
ICCL3=0.30). ICC3 (ICC.1=0.50, ICC2=0.25, ICC3=0.25). ICC4 (ICC1=0.50,
ICCL2=0.30, ICC3=0.20).



Absolute Bias Values of y4gg

L3=30 L3=100 L3=150
0.16-

0.12+
L2=75
0.08-

0.04-

0.16-

0.12-
L2=50
B e " ———
ICC

w— |CC 1
== |CC2
=+|CC3
= ICC4

o

o

=
f

b |

Absolute Bias
o
>

e
-
N

g ey — o L2=25

0.08- o i B o T

0.04-

Model

Figure 7. Plot of Absolute Bias Across Manipulated Factors for y;¢o.

Notes. Model 1 is L1 Model. Model 2 is L1L2 Model. Model 3 is L1L2 No L3
Covariance Model. Model 4 is L1L2L3 Model. Model 5is L1L2L3 No L3 Covariance
Model. ICCy, (ICCL1=0.50, ICC2=0.40, ICC3=0.10). ICC> (ICC1=0.50, ICC>=0.20,
ICC13=0.30). ICC3 (ICC_1=0.50, ICC2=0.25, ICC3=0.25). ICC4 (ICC1=0.50,
ICCL2=0.30, ICC3=0.20).
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Fixed effect slope terms. The overall descriptive statistics for the absolute bias of
fixed effects slope terms are presented in Table 31. As shown in Table 31, a number of
true values are very small. To show the actual numerical value, each true value is

presented with four decimal points.

Table 31.

Absolute Bias Descriptive Statistics for Fixed Effect Slope Terms

Parameter True Value Minimum Maximum Mean SD
Yoo1 0.1738 0.0544 0.3946 0.1662 0.0876
Yo11 0.0004 0.0045 0.0173 0.0085 0.0035
Y101 -0.0190 0.0337 0.3020 0.1156 0.0618
Y111 0.0004 0.0025 0.0113 0.0052 0.0022

The absolute bias values for the fixed effect slope terms are generally very low
and across conditions ranged from 0.0025 to 0.3946. The highest absolute bias values are
found with y,9, and 401, 0.3946 and 0.3020. Figure 8 shows the absolute bias values of
Yoo1 - AS seen in the Figure 8, the highest absolute bias values for y,,; are associated
with the condition where N 2=75 and N13=30, top left panel. On the other hand, the
lowest absolute bias values for y,,, are associated with the condition where N >=10 and
N3=150, bottom right panel. The effect of model complexity is very low but keep in
mind that fixed effect slope terms are estimated only in L1L2L3 and L1L2L3 with no L3
covariance models. The separation between the lines is an indication of the effects of
ICCs on the absolute bias values of y,,;. Unlike the general pattern observed in the fixed
effect intercept terms, the absolute values that are associated with ICC; (solid red line,
ICCL1=0.50, ICC2=0.40, ICC3=0.10) is generally the highest followed by ICC4 (dash-

dotted black line, ICC1=0.50, ICC2=0.30, ICC3=0.20), ICCs (dashed blue line,
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ICCL1=0.50, ICC2=0.25, ICC3=0.25), and ICC (dotted magenta line, ICC_1=0.50,

ICC2=0.20, ICC3=0.30).

Unlike the fixed effect intercept terms, increasing L2 sample size resulted in
higher absolute values. Looking within each column of Figure 8, the highest absolute bias
values are associated with the panel where N2=75 (the top row), and the lowest absolute
bias values are associated with the panel where N =10, the bottom row. In other words,
keeping all else constant, when the L2 sample size increases from 10 to 75, the absolute

values also increase.

Similar to the fixed effect intercept terms, increasing L3 sample size resulted in
lower absolute values. Looking within each column of Figure 8, the highest absolute bias
values are associated with the panel where N13=30 (the first column), and the lowest
absolute bias values are associated with the panel where N 3=150, the last column. In
other words, keeping all else constant, when the L3 sample size increases from 30 to 150,
the absolute values decrease. Similar to the y,,1, absolute bias values for y;,, are higher
compared to the remaining fixed effect intercept terms. y;,, is also examined to check
whether similar patterns observed as seen in y,,;. Figure 9 shows the absolute bias
values of y,,,. Although, Figure 9 is very similar to the Figure 8 and the pattern seen in
Yoo1 holds for 4,1, the absolute bias values for y,,, is generally lower compared to the
absolute bias values for y,,. The same general pattern holds for the remaining fixed
effect slope terms. Thus, the results are not presented here but the tables and figures for

those can be found in Appendix A and Appendix D, respectively.
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Absolute Bias Values of yqg4
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Figure 8. Plot of Absolute Bias Across Manipulated Factors for yg4.

Notes. Model 1 is L1 Model. Model 2 is L1L2 Model. Model 3 is L1L2 No L3
Covariance Model. Model 4 is L1L2L3 Model. Model 5is L1L2L3 No L3 Covariance
Model. ICCy, (ICCL1=0.50, ICC2=0.40, ICC3=0.10). ICC> (ICC1=0.50, ICC>=0.20,
ICC13=0.30). ICC3 (ICC_1=0.50, ICC2=0.25, ICC3=0.25). ICC4 (ICC1=0.50,
ICCL2=0.30, ICC3=0.20).
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Absolute Bias Values of y4¢
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Figure 9. Plot of Absolute Bias Across Manipulated Factors for y, ;.

Notes. Model 1 is L1 Model. Model 2 is L1L2 Model. Model 3 is L1L2 No L3

ICC

= |CC1
== 1CC2
=+|CC3
= |CC4

Covariance Model. Model 4 is L1L2L3 Model. Model 5 is L1L2L3 No L3 Covariance
Model. ICCy, (ICCL1=0.50, ICC2=0.40, ICC3=0.10). ICC; (ICC1=0.50, ICC>=0.20,

ICCL3=0.30). ICC3 (ICCL1=0.50, ICC2=0.25, ICC13=0.25). ICC4 (ICC1=0.50,
ICCL2=0.30, ICC3=0.20).
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Residual variance terms. The overall descriptive statistics for the absolute bias of
residual variance terms are presented in Table 32. The absolute bias values for the
residual variance terms are generally very low except for o2 (L1 residual variance), o7,
(L2 residual variance associated with L1 equation intercept, mojj), o;7,, (L3 residual
variance associated with L2 intercept for equation, moij), and o, (L3 residual variance
associated with L2 intercept for equation, mijj). Table 32 shows that absolute bias values
across conditions ranged from 0.0004 to 19.2777. The highest absolute bias values are

found with o and o7 .

Table 32.

Absolute Bias Descriptive Statistics for Residual Variance Terms

Parameter Minimum Maximum Mean SD
o2 0.1872 1.1859 0.4662 0.2508
Urzo 0.3060 19.2777 3.5804 4.6188
oF. 0.1149 0.5685 0.2586 0.1004
Ohy, 0.1436 7.0267 2.5218 1.9027
05y, 0.0011 0.0082 0.0043 0.0018
0310 0.0572 3.5466 1.2463 0.9773
05, 0.0004 0.0031 0.0016 0.0007

Note. The true values for each of the residual variance terms are presented in Table 8 and
Table 9.

Compared to the fixed effects intercept and slope terms, absolute bias values for
the residual variance terms are generally higher. Similar patterns observed for the
absolute bias values in the fixed effect slope terms are also observed in 6¢, o7, o, ,, and
0501. The absolute bias values for these terms can be found as both tables and figures in

Appendix A and Appendix D, respectively.
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The pattern observed in o7 , o7, , and o;; , varied based on the model examined.
For example, the absolute bias values for these residual variances showed a similar
pattern as the fixed effect intercept terms under L1 model. Figure 10, Figure 11, Figure

12 shows the absolute bias values for in o7, a7, , and o, respectively.

The straight line in the figures is an indication that there is not a difference in the
absolute bias values from one model to the next. However, lines with an angle indicates
that there is a difference in absolute bias value from one model to the next. Figure 10
demonstrates this very well. For example, the top right panel where N1 >=75 and N»=150,
there is an angle from model 1 to model 2 which indicates model 2 absolute values are
relatively higher compared model 1. The difference between model 1 and model 2 is the
addition of a L2 predictor in model 2. On the other hand, the line is relatively straight
from model 2 to model 3 which indicates that the absolute bias values are relatively
similar in both models. The difference between model 2 and model 3 is that in model 2
all of the L3 residual covariance are estimated but not in model 3. From model 3 to model
4, the line had a sudden drop which means the relative bias values decrease. An important
difference between model 3 and model 4 is that model 3 includes an additional predictor
at L3. Finally, similar to the lines from model 2 to model 3, the line is relatively straight
from model 4 to model 5. The difference between model 4 and model 5 is that in model 4

all of the L3 residual covariance are estimated but not in model 5.

To summarize, for afo, introducing new predictors affect the absolute bias values
but removing the L3 covariance terms do not affect the absolute bias values. Although, it

is not as obvious for the N3=30 conditions because of the y axis scale used in the plots,
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the same general pattern is observed in other panels. Figure 11 shows the absolute bias

values for o .

Absolute Bias Values of cfo
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Figure 10. Plot of Absolute Bias Across Manipulated Factors for o .

Notes. Model 1 is L1 Model. Model 2 is L1L2 Model. Model 3 is L1L2 No L3
Covariance Model. Model 4 is L1L2L3 Model. Model 5 is L1L2L3 No L3 Covariance
Model. ICCy, (ICCL1=0.50, ICC2=0.40, ICC3=0.10). ICC; (ICC1=0.50, ICC>=0.20,
ICC3=0.30). ICC3 (ICCL1=0.50, ICC2=0.25, ICC3=0.25). ICC4 (ICCL1=0.50,
ICC2=0.30, ICC3=0.20).
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Absolute Bias Values of cﬁm
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Figure 11. Plot of Absolute Bias Across Manipulated Factors for o;7 .

Notes. Model 1 is L1 Model. Model 2 is L1L2 Model. Model 3 is L1L2 No L3
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Covariance Model. Model 4 is L1L2L3 Model. Model 5 is L1L2L3 No L3 Covariance
Model. ICCy, (ICCL1=0.50, ICC2=0.40, ICC3=0.10). ICC; (ICC1=0.50, ICC>=0.20,

ICCL3=0.30). ICC3 (ICC.1=0.50, ICC2=0.25, ICC3=0.25). ICC4 (ICC1=0.50,

ICCL2=0.30, ICC3=0.20).
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Similar to the absolute bias values of o7, Figure 11 shows that model complexity
affects the absolute bias values. However, unlike the absolute bias values in ¢/ , absolute
bias values increase from model 3 (L1L2 model no L3 covariance) to model 4 (L1L2L3
model). Figure 11 also shows that ICC also had an effect on the absolute bias values. The
absolute values that are associated with ICC1 (solid red line, ICC1=0.50, ICC2=0.40,
ICCL3=0.10) is generally the lowest followed by ICC4 (dash-dotted black line,
ICCL1=0.50, ICC2=0.30, ICC3=0.20), ICCs3 (dashed blue line, ICCL1=0.50, ICC2=0.25,
ICCL3=0.25), and ICC; (dotted magenta line, ICC.1=0.50, ICC>=0.20, ICC13=0.30). In
other words, keeping ICCyr: constant as the ICCL» decrease or ICCys increase absolute

bias for o7 increases.

The bottom three panels in Figure 11 shows the lowest absolute bias values for
0500. These panels are associated with N2=10 conditions. Figure 12 shows the absolute
bias values for o7 . Although the absolute values for o7  is less than the o7, similar

patterns observed in both L3 residual variance terms.

Residual covariance terms. The overall descriptive statistics for the absolute bias
of residual covariance terms are presented in Table 33. The average absolute bias values
for oy, 0,, (L3 residual covariance between Booj and PBosj Which are the intercept and the
slope of the L2 equation moij, respectively), o, , (L3 residual covariance between oo
and P11 which are the intercept and the slope of the L2 equations moij and aij,

respectively), a,,, 0y, (L3 residual covariance between Bo1j and Bioj which are the
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Absolute Bias Values of oﬁw
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Figure 12. Plot of Absolute Bias Across Manipulated Factors for o;; .

Notes. Model 1 is L1 Model. Model 2 is L1L2 Model. Model 3 is L1L2 No L3
Covariance Model. Model 4 is L1L2L3 Model. Model 5 is L1L2L3 No L3 Covariance
Model. ICCy, (ICCL1=0.50, ICC2=0.40, ICC3=0.10). ICC; (ICC1=0.50, ICC>=0.20,
ICCL3=0.30). ICC3 (ICC.1=0.50, ICC2=0.25, ICC3=0.25). ICC4 (ICC1=0.50,
ICC2=0.30, ICC3=0.20).
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intercept and the slope of the L2 equations mij and mij, respectively), o, , oy, , (L3 residual
covariance between Bo1j and B11j which are the slopes of the L2 equations moij and majj,
respectively), and a,, ,0y,,, (L3 residual covariance between Bioj and Ba1j which are the
intercept and slope of the L2 equation mtij, respectively) are all very low and less than
0.10. These absolute values are relatively low compared to the residual variance terms

examined in the previous section.

Table 33.

Absolute Bias Descriptive Statistics for Residual Covariance Terms

Parameter Minimum Maximum Mean SD
Oy, Or, 0.1528 0.9610 0.4275 0.1818
Ouoo 0oy 0.0315 0.1791 0.0872 0.0383
OugoOuge 0.2806 4.3984 1.3834 1.0547
OugoOusy 0.0035 0.0577 0.0200 0.0123
Ouyy Ousy 0.0077 0.0644 0.0253 0.0119
Ougy Ouyy 0.0012 0.0053 0.0030 0.0011
Ou,oOuyy 0.0107 0.0625 0.0314 0.0132

Note. The correlation among the L3 covariance terms are presented in Table 10.

The two highest absolute values are associated with o, g, (L2 covariance term)
and oy, , (L3 residual covariance between Booj and Bioj which are the intercepts of the

L2 equations moij and msij, respectively). Visual representation of the absolute bias values

for these two parameters are shown in Figure 13 and Figure 14.
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Absolute Bias Values of 6,0,
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Figure 13. Plot of Absolute Bias Across Manipulated Factors for o, o, .

Notes. Model 1 is L1 Model. Model 2 is L1L2 Model. Model 3 is L1L2 No L3
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— ICC1
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= ICC4

Covariance Model. Model 4 is L1L2L3 Model. Model 5 is L1L2L3 No L3 Covariance
Model. ICCy, (ICCL1=0.50, ICC2=0.40, ICC3=0.10). ICC> (ICC1=0.50, ICC>=0.20,

ICCL3=0.30). ICC3 (ICCL1=0.50, ICC2=0.25, ICC3=0.25). ICC4 (ICC1=0.50,
ICC2=0.30, ICC3=0.20).
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Figure 13 shows that for N.2=10 and N 2=25 (the bottom two rows), the absolute
bias values for o, 0., decrease as the L3 sample size increases from 30 to 150. Similarly,
for N13=30 (panels on the first/left column) the absolute bias values decrease as the L2
sample size increases from 10 to 75. For the conditions where N2=10 and N »>=25 or
N3=30, the effect of ICCs and model complexity on absolute bias is not as apparent as it
is for the residual variance o7, and o;; . On the other hand, for the four conditions
where L2 sample size is either 50 or 75 and L3 sample sizes either 100 and 150, the
relative bias values are almost identical. However, in these four conditions, the inclined
lines or lines with an angle clearly demonstrates the effect of model complexity

compared to the other conditions under o, . .

Figure 14 represents the absolute bias values for g, 0, . The bottom row in
Figure 14 shows that he absolute bias values are relatively stable and the effect of ICC,
L3 sample size, and model complexity is minimal when Ni2=10. For the remaining
conditions under a,, 0, ,, the absolute values increase as the model complexity increase.
The effect of ICC on these conditions are also clearer as the separation between the lines
more apparent. The absolute values that are associated with ICC; (solid red line,
ICCL1=0.50, ICC2=0.40, ICC3=0.10) is generally the lowest followed by ICC, (dash-
dotted black line, ICC1=0.50, ICC>=0.30, ICC3=0.20), ICC3s (dashed blue line,
ICCL1=0.50, ICC2=0.25, ICC3=0.25), and ICC: (dotted magenta line, ICC_1=0.50,

ICCL2=0.20, ICC3=0.30).
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Absolute Bias Values of 6,0y,
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Figure 14. Plot of Absolute Bias Across Manipulated Factors for oy, 0y, -

Notes. Model 1 is L1 Model. Model 2 is L1L2 Model. Model 3 is L1L2 No L3
Covariance Model. Model 4 is L1L2L3 Model. Model 5 is L1L2L3 No L3 Covariance
Model. ICCy, (ICCL1=0.50, ICC2=0.40, ICC3=0.10). ICC; (ICC1=0.50, ICC>=0.20,
ICC3=0.30). ICC3 (ICCL1=0.50, ICC2=0.25, ICC3=0.25). ICC4 (ICC1=0.50,
ICC2=0.30, ICC3=0.20).
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The remaining covariance terms showed similar patterns and the results are not
examined here. However, both the tabular and visual representation of the absolute bias
values for the remaining residual covariance terms included in Appendix A and Appendix

D.

Summary of absolute bias. The absolute bias statistic is generally low for the
majority (12 out of 22) of the parameter estimates (¥o10, Y110+ Yo11, Y111, s Oy,
05112 Ougo Ougyr OuugyOttyyr Oty Ouygr Ougs Ouygyr @Nd 0y, 0y, ) @nd relatively high for the
remaining ¥ooo: ¥100: Y001, Y101 06+ Oy Otyes Ottygr Ory Ory s Oy, Ouy o Other than the
modified factors and their effect on absolute bias, one potential reasons for this difference

is the magnitude of the data generating or true value. It is observed that the high absolute

values are usually associated with higher true value.

Researchers usually control for effect of the true value magnitude by calculating
the relative bias. The drawback of relative bias is that it can be magnified when the true
value is between -1 and 1. Next, the results are relative bias is discussed.

Relative bias. The relative bias values for fixed effects intercept terms, fixed
effects slope terms, residual variance, and residual covariance terms are presented in this
section.

Fixed effect intercept terms. The overall descriptive statistics for the relative bias
of fixed effects intercept terms are presented in Table 34. The relative bias values for the
fixed effect intercept terms are all very small and within the acceptable range for yoo,

Yo10 and y4140. Due to space limitations, they are not examined here. The tables and
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figures related to these parameters are included in Appendix B and Appendix E,

respectively.

Table 34.

Relative Bias Descriptive Statistics for Fixed Effect Intercept Terms

Parameter True Value Minimum Maximum Mean SD

Y00 347.365  -0.0001  0.0001  0.0000 0.0000
Voo 0733 -0.0041 01155 0.0282 0.0369
V100 5766  -0.0022  0.0025  0.0000 0.0006
V110 0014  -0.1062  0.1700 0.0262 0.0456

The relative bias values across conditions ranged from -0.1062 to 0.1700. The
highest relative bias values are associated with y;,, which is estimated all models except
L1 model. It is the intercept term for the equation predicting f11. It is an interaction term

and represents the interaction between Time and L2 predictor.

Figure 15 presented the relative bias values of y;4,, tables of the relative bias
statistics for y;,, and all other parameters included in Appendix B. As seen in the Figure
15, all of the relative bias except one is within the acceptable range. The bottom left panel
shows the condition where the relative bias is not within the acceptable range. It is the
condition where N 2=10, N 3=30, ICC; (ICC_1=0.50, ICC2=0.20, ICC3=0.30), under
L1L2 model (one predictor at L1 and L2). The bottom left and middle panels where

NL2=10 and N3=30 or N1 3=100 had the largest variability in relative bias values.
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Relative Bias Values of y419
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Figure 15. Plot of Relative Bias Across Manipulated Factors for y;4,.

Notes. Model 2 is L1L2 Model. Model 3 is L1L2 No L3 Covariance Model. Model 4 is
L1L2L3 Model. Model 5 is L1L2L3 No L3 Covariance Model. ICC4, (ICC_1=0.50,
ICC2=0.40, ICC3=0.10). ICC, (ICC_1=0.50, ICC2=0.20, ICC3=0.30). ICC3
(ICCL1=0.50, ICC2=0.25, ICC3=0.25). ICC4 (ICC1=0.50, ICC2=0.30, ICC3=0.20).
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The effect of ICC on relative bias is minimal for the conditions in the panels
where N 2=50 or N2.=75and N1 3=100 or N3=150 as the separation between the lines are
very small. However, in the remaining conditions, the separation between the lines are
clearer, but the effect of ICC is unstable. For example, following ICC> (ICC1=0.50,
ICCL2=0.20, ICC13=0.30) in the top left panel where N>=75 and N1 3=30 shows that it
had the highest relative bias values for model 2 (one predictor at L1 and L2). However,
for the same model in the panel where N2=50 and N3=30 shows that it had the highest

relative bias values.

The non-straight line in Figure 15 shows that model complexity effects the
relative bias values. However, the effect is unstable. For example, following ICC1 (solid
red line, ICCL1=0.50, ICC2=0.40, ICC3=0.10) in the bottom left panel where N>=10
and Nr3=30 shows that relative bias values increased from model 2 (one predictor at L1
and L2) to model 4 (one predictor at each level). However, looking at the panel above the
bottom left panel where N 2=25 and N3=30 shows that the relative bias values for ICC1
(red solid line, ICC1=0.50, ICC>=0.40, ICC3=0.10) constantly decreased from model 2
(one predictor at L1 and L2) to model 5 (one predictor at each level with no L3

covariance).

Fixed effect slope terms. The overall descriptive statistics for the relative bias of
fixed effects intercept terms are presented in Table 35. All of the fixed effect slope terms
are only estimated in L1L2L3 and L1L2L3 No L3 covariance models. The relative bias
values for the fixed effect slope terms are generally higher than fixed effect intercept

terms. Relative bias values across conditions ranged from -2.6038 to 3.4736.
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Table 35.

Relative Bias Descriptive Statistics for Fixed Effect Slope Terms

Parameter  True Value Minimum Maximum Mean SD
Yoo1 0.1738 -0.2156 0.2858 -0.0002 0.0639
Yo11 0.0004 -2.6038 3.4736 0.0548 0.6758
Y101 -0.0190 -1.1478 0.7978 -0.0004 0.2110
Y111 0.0004 -2.1360 1.3688 -0.0388 0.4085

Almost all of the relative bias values for y,,, are with the acceptable range from -
.15 10 .15 (93 out of 96) regardless of the sample size, ICC, and model complexity. The
tabular and visual representation of relative bias values included in Appendix B and

Appendix E.

Unlike y401, the majority the relative bias of y,,, are either less than -.15 or greater than
0.15. Also, the largest relative bias difference between the minimum and maximum is for
the yo01 (3.4736- (-2.6038)=6.0774). Figure 16 shows the the relative bias values for
Yo11- It is difficult to see any pattern regarding how the relative bias affected by varying
ICC, model complexity, L2, and L3 sample sizes. For example, for the condition where

N1 3=30, ICC1, and L1L2L3 model, absolute relative bias decreased as N2 increased.

The same pattern is not observed in any other condition under the L1L2L3 and
L1L2L3 No L3 Covariance models. The number of conditions where relative bias values
are negative and positive are almost equal. There is no obvious distinction between under
and over estimation for the y,,,. The relative bias of y,,, for the conditions where
N2=10 and N3=100, N2>=75 and N.3=150 are relatively low compared to the other

conditions.
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Relative Bias Values of yg14
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Figure 16. Plot of Relative Bias Across Manipulated Factors for y;1¢.

Notes. Model 4 is L1L2L3 Model. Model 5 is L1L2L3 No L3 Covariance Model. ICC;y,
(ICCL1=0.50, ICC2=0.40, ICC3=0.10). ICC (ICC11=0.50, ICC2=0.20, ICC3=0.30).
ICC3 (ICCL1=0.50, ICC»=0.25, ICC13=0.25). ICC4 (ICC.1=0.50, ICC»=0.30,
ICC13=0.20).

The effect of ICC on relative bias values for y,,, is not clear. For example,
examining the solid red line for ICC; (ICC1=0.50, ICC>=0.40, ICC3=0.10)
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demonstrated that for some L2 (N2=25) and L3(N.3=30) size combinations, the relative

bias increased from L1L2L3 model to L1L2L3 No L3 Covariance model. On the other

hand, it decreased from L1L2L3 Model to L1L2L3 No L3 Covariance model when

(NL2=10) and L3(N.5=30).

The relative bias values for y;,; and y,,, are very similar to the relative bias

values of y,1,. The tabular and visual representaion of relative bias values for y,,; and

¥111 included in Appendix B and Appendix E.

Residual variance terms. The overall descriptive statistics for the relative bias of

residual variance terms are presented in Table 36.

Table 36.

Relative Bias Descriptive Statistics for Residual Variance Terms

Parameter Minimum Maximum Mean SD
ol -0.0260 0.0009 -0.0070 0.0058
arzo -0.0131 2.2512 0.2790 0.4722
arzl -0.0057 3.3784 0.8184 0.6327
O-T%oo -0.8819 0.0019 -0.3818 0.2913
0501 -0.8465 1.8340 -0.2830 0.3954
0310 -0.8825 -0.0008 -0.3842 0.2925
05, -0.8354 1.5193 -0.2440 0.3291

Note. The true values for each of the residual variance terms are presented in Table 8 and

Table 9.

As seen in Table 36, the relative bias of o2 are all between -0.026 and 0.0009

regardless of varying ICCs, model complexity, L2, and L3 sample sizes. Since all of the
relative bias values for o2 are all within the acceptable range, the tabular and visual

presentation of the relative bias values included only in the Appendix B and Appendix E.

103



The relative bias of g2 are all within acceptable range for the following models;
L1 model where there is only one predictor at L1, L1L2L.3 model where there is one
predictor at each level, and L1L2L3 No L3 Covariance model where there is one
predictor at each level but no L3 residual covariance . However, the majority of the
relative bias values are not within acceptable range for the models L1L2 model where
there is one predictor at both L1 and L2, and L1L2 No L3 Covariance model where there

is one predictor at both L1 and L2 but no L3 residual covariance.

As seen in Figure 17, the relative bias values for L1L2 and L1L2 No L3
Covariance models are relatively higher compared to the other models. In both L1L2 and
L1L2 with no L3 Covariance models included one predictor at both L1 and L2. It is also
clear that for these two models, the relative bias values increased as L2 sample size or L3
sample size increased. There is also a clear separation between the lines for different ICC
values. In other words, ICC had an effect on the relative bias values for ¢;%. The lowest
relative bias values are associated with ICCy (ICC1=0.50, ICC2=0.4, ICC3=0.1),
followed by ICC4 (ICCL1=0.50, ICC2=0.30, ICC5=0.20), ICC3 (ICC1=0.50,
ICC»=0.25, ICC3=0.25), and ICC> (ICC1=0.50, ICC>=0.20, ICC3=0.30). Non-
straight lines in Figure 17 indicated that model complexity affected the relative bias

values for %,
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Figure 17. Plot of Relative Bias Across Manipulated Factors for ¢3,.
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Note. Model 1 is L1 Model. Model 2 is L1L2 Model. Model 3 is L1L2NoL3Cov Model.
Model 4 is L1L2L.3 Model. Model 5 is L1L2L3NoL3Cov Model. ICC4, (ICC.1=0.50,

ICC2=0.40, ICC3=0.10). ICC> (ICC.1=0.50, ICC2=0.20, ICC3=0.30). ICC3

(ICCL1=0.50, ICC»=0.25, ICC3=0.25). ICC4 (ICCL1=0.50, ICC2=0.30, ICC3=0.20)
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The majority of the relative bias values of g% are not within acceptable range
regardless of varying ICCs, model complexity, L2, and L3 sample sizes. However, the
relative bias values of 4 decreased as the L2 sample sizes increased. Similarly, the

relative bias values of ¢4 decreased as the L3 sample sizes increased.

Figure 18 shows that there is a clear separation between the ICC values. In other
words, varying ICC had an effect on the relative bias values of 6. ICC, (ICC1=0.50,
ICC2=0.20, ICC3=0.30) had generally the highest relative bias values followed by ICCs
(ICCL1=0.50, ICC2=0.25, ICC3=0.25), ICC4 (ICCL1=0.50, ICC2=0.30, ICC3=0.20),
and ICC; (ICCL1=0.50, ICCo=0.4, ICC13=0.1). In other words, the higher the ICC at
ICCL2, the lower the relative bias of 2. The non-straight lines show that model
complexity also affected the relative bias values of g2 . Overall, one can say that model

complexity and varying ICCs affected the relative bias of g3 similar to the o3,

Al of the relative bias values of o7, under the L1 model are within the
acceptable range. Unlike the L2 residual variance terms, the relative bias generally
increased as the L2 or L3 sample size increased regardless of varying ICCs, model
complexity for all the models except the L1 model. Figure 19 shows the relative bias
values for a7 . It could be easily seen in Figure 19 that all of the relative bias values are
negative which means they are all underestimated. The non-straight lines in Figure 19
shows that model complexity had an effect on the relative bias of 0500. As the model

complexity increased, the absolute relative bias values generally also increase.
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Figure 18. Plot of Relative Bias Across Manipulated Factors for g2,

Note. Model 1 is L1 Model. Model 2 is L1L2 Model. Model 3 is L1L2NoL3Cov Model.
Model 4 is L1L2L.3 Model. Model 5 is L1L2L3NoL3Cov Model. ICC4, (ICC.1=0.50,
ICC2=0.40, ICC3=0.10). ICC> (ICC_1=0.50, ICC2=0.20, ICC3=0.30). ICC3
(ICCL1=0.50, ICC2=0.25, ICC3=0.25). ICC4 (ICC11=0.50, ICC2=0.30, ICC3=0.20)
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The Figure 19 also shows that the relative bias differences between the ICCs disappeared

as the L2 and L3 sample sizes increased.

Relative Bias Values of 6500
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Figure 19. Plot of Relative Bias Across Manipulated Factors for 0500

Note. Model 1 is L1 Model. Model 2 is L1L2 Model. Model 3 is L1L2 No L3 Covariance
Model. Model 4 is L1L2L3 Model. Model 5 is L1L2L3 No L3 Covariance Model. ICCy,
(ICCL1=0.50, ICC2=0.40, ICC3=0.10). ICC> (ICCL1=0.50, ICC2=0.20, ICC3=0.30).
ICC3 (ICCL1=0.50, ICC2=0.25, ICC3=0.25). ICC4 (ICC_1=0.50, ICC2=0.30,
ICC3=0.20)
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The patterns observed for the relative bias o7, , 07, ,, and o7 are very similar to
the relative bias for o, . Because of that the relative bias values for these terms are not

presented here. The tabular and graphical representation of the relative bias results

04,1 04, and o included in Appendix B and Appendix E, respectively.

Residual covariance terms. The overall descriptive statistics for the relative bias
of residual covariance terms are presented in Table 37. The relative bias values for the
residual covariance terms are generally higher than fixed effect intercept terms. Relative

bias values across conditions ranged from -1.7160 to 2.1587.

Table 37.

Relative Bias Descriptive Statistics for Residual Covariance Terms

Parameter Minimum Maximum Mean SD
OryOr, -0.0493 2.1587 0.5772 0.4498
Ouoo Ouoy -1.5186 0.0000 -0.3096 0.4641
Ouoo Oy -1.3565 0.0000 -0.3212 0.3895
OugoOuyy -0.1347 2.1443 0.3193 0.5209
Ougy Ougy -0.6838 0.0383 -0.0884 0.1660
Oy, Ouyy -1.4784 1.2808 -0.3025 0.5035
Oy Ouy, -1.7160 0.0000 -0.3375 0.5122

Note. The correlation among the L3 covariance terms is presented in Table 1.

Figure 20 shows the relative bias values of g,.,0,,.The majority of the relative
bias values of .40, are not within acceptable range, given the varying ICCs, model
complexity, L2, and L3 sample sizes. However, like the ¢4 , the relative bias values
of o,.¢0, decreased as the L2 sample size increased regardless of varying ICCs, model

complexity, and L2 sample sizes. Similarly, the relative bias values of o,,0,, decreased
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Figure 20. Plot of Relative Bias Across Manipulated Factors for o, o, .

Note. Model 1 is L1 Model. Model 2 is L1L2 Model. Model 3 is L1L2NoL3Cov Model.
Model 4 is L1L2L.3 Model. Model 5 is L1L2L3NoL3Cov Model. ICC4, (ICC.1=0.50,
ICC2=0.40, ICC3=0.10). ICC (ICC_1=0.50, ICC2=0.20, ICC3=0.30). ICC3
(ICCL1=0.50, ICC»=0.25, ICC3=0.25). ICC4 (ICCL1=0.50, ICC2=0.30, ICC3=0.20)
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as the L3 sample size increased. Model 2 and model 3 had no conditions where the
relative bias values are within acceptable range. Both model 2 and model 3 included one
predictor at L1 and L2 but model 2 included the L3 residual covariance and model 3 did

not.

Unlike model 2 and model 3, model 1, model 4, and model 5 had a few conditions
for a.¢0-1 Where the relative bias values are within acceptable range. The diffference
between model 1 and both model 2 and 3 is that model 1did not have the L2 predictor and
only included one predictor at L1. Although, it seemed including a new predictor resulted
in increase in relative bias values from model 1 to model 2 and model 3, the same
relationship did not hold from model 2 and model 3 to model 4 and model 5. The relative
bias values decreased from model 2 and model 3 to model 4 and model 5. Model 4 and
model 5 had one more predictor which is at L3 compared to model 2 and model 3 which
did not have the L3 predictor. The table of relative bias for o,¢0,; are included in

Appendix B highlights the relative bias values that are within acceptable range.

The nonstraight lines in Figure 20 clearly shows that model complexity had an
effect on relative bias values for o, o, . However, the effect is unstable, relative bias
values for L1L2 model is higher than both the less complicated L1 model and the more
complicated L1L2L.3 model. Similarly, varying ICC had an effect on the relative bias
values of g, ;. ICC2 (ICC1=0.50, ICC>=0.20, ICC3=0.30) had generally the highest
relative bias values followed by ICCs (ICCL1=0.50, ICC2=0.25, ICC3=0.25), ICC4
(ICCL1=0.50, ICC»=0.30, ICC3=0.20), and ICC; (ICC11=0.50, ICC2=0.4, ICC3=0.1).

In other words, the higher the ICC at ICC.», the lower the relative bias is for o, 7. .
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The relative bias values of o, 0, , are presented in Figure 21. All of the relative bias
values are negative which means the o, o, , are underestimated. The bottom three panel

represents the relative bias values when the L2 sample size is 10 and it shows that the
relative bias values for N2=10 are the lowest compared the other L2 sample size

conditions.

The effect of ICC on relative bias values for o, 0o, are minimal when the L2
sample size is 10 (bottom three panels). When the L2 sample size is 25, there is a clear
separation between the ICC; and the other ICCs regardless of L3 sample size and model
complexity. Similarly, when the L2 sample size is 50, although it is not as large as when
NL2=25, there is still a separation between the ICC; and the other ICCs regardless of L3
sample size and models. It is also clear that the difference in relative bias disappears

when L2 is 75 and L3 is 100 or 150, but there is a difference when L3 is 30.

Increasing model complexity had varying effects on relative bias values for
OuyeOu,,- FOT €xample, for the conditions when L2 is 50 or 75 and L3 is 100 or 150, the
relative bias values decreased as the model complexity increased. However, when L2 is
25 and L3 is 30, the relative bias values increased for ICCy from model L1 to model

L1L2 and decreased from model L1L2 to model L1L2L3.

Similar to the g, 0, ,, the relative bias values of o, 0y, , 0y, 0y, @Nd
0Oy, ,0u,, are almost all negative which means they are all generally underestimated

regardless of model complexity, ICC, L2 and L3 sample sizes. The effect of increasing
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Figure 21. Plot of Relative Bias Across Manipulated Factors for g, 0y, -
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Note. Model 1 is L1 Model. Model 2 is L1L2 Model. Model 4 is L1L2L3 Model. ICCy,
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(ICCL1=0.50, ICC2=0.40, ICC3=0.10). ICC> (ICCL1=0.50, ICC>=0.20, ICC3=0.30).
ICCs (ICCL1=0.50, ICC2=0.25, ICC3=0.25). ICC4 (ICC1=0.50, ICC»=0.30,
ICC3=0.20)

L2 or L3 sample sizes on relative bias values are unstable. In other words, the relative

bias sometimes decreased when L2 sample size increased and sometimes increased when



L2 sample size increased. The tabular and visual representation of relative bias results

can be found in Appendix B and Appendix D, respectively.

Figure 22 shows the relative bias values of o,, 0, , and demonstrates that it is
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Figure 22. Plot of Relative Bias Across Manipulated Factors for o, gy, -

Note. Model 2 is L1L2 Model. Model 4 is L1L2L3 Model. ICC4, (ICC1=0.50,
ICCL2=0.40, ICC3=0.10). ICC: (ICC11=0.50, ICC2=0.20, ICC3=0.30). ICCs
(ICCL1=0.50, ICC2=0.25, ICC3=0.25). ICC4 (ICCL1=0.50, ICC2=0.30, ICC13=0.20)
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difficult to see a consistent pattern in terms of the effect of model complexity. For
example, following the solid red lines (ICCywhere ICC1=0.50, ICC»=0.40,
ICCL3=0.10) shows that relative values increased for some conditions and decreased for
some other condition when the model complexity increased. Similarly, the effect of ICC
is not clear, again following the solid red line (ICC3), it is easy to see that relative bias
values are lower for the solid red line (ICC1) compared to the other ICCs for some

conditions but not all conditions.

All of the relative bias values for o, a,,,, are positive except the condition where
NL2=10, N13=30, ICCy under L1L2 model. Almost all of the relative bias values are not
within the acceptable range. The relative bias values are unstable in terms of L2 and L3
sample sizes. The effect of increasing L2 or L3 sample size is unstable. The increase in
L2 03 L3 sample sizes resulted in an increase in some conditions and decrease in some

other conditions.

Summary of relative bias. The relative bias statistic is generally not within the
acceptable range for the majority (17 out of 22) of the parameter estimates (Y901, Y101,
Yo11 Y111, 0r211 0r201 05001 0510, 0501, 0511, OroOry1 OugoOuqgr Ougouorr TugoQuq1 Ougr Fuqg:
Ouy, Ou,yyr aNd oy 0y, ) and relatively low for the remaining o0, Y010, Y100+ Y110, @nd
a2. It is important to note that relative bias is highly susceptible to true values between -1
and 1. Indeed, it is a clear indication that the relative bias values of the almost all of the

parameters that had true values between -1 and 1 are not within the acceptable range.
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RMSE. The RMSE values for fixed effects intercept terms, fixed effects slope
terms, residual variance, and residual covariance terms are presented in this section.

Fixed effect intercepts terms. The overall descriptive statistics for the RMSE of
fixed effects intercept terms are presented in Table 38. The RMSE values for the fixed
effect intercept terms are generally very low and across conditions ranged from 0.00 to
0.3542. The highest RMSE values are associated with y,,, and y,0 and the lowest

RMSE values are associated with y4, and y;1¢.

Table 38.

RMSE Descriptive Statistics for Fixed Effect Intercept Terms

Parameter True Value Minimum Maximum Mean SD
Y000 347.365 0.0462 0.3542 0.1278 0.0724

Yoo 0.733 0.0000  0.0943 0.0314 0.0292
V100 5.766 00289  0.2068 0.0762 0.0432
Y110 -0.014  0.0000  0.0238 0.0077 0.0059

Figure 23 shows the RMSE values of y,,, tables of the absolute bias statistics for
Yooo and all other parameters included in Appendix C. Figure 24 illustarated that RMSE
values of y,, decreased when L2 sample size increased regardless of L3 sample sizes,
ICCs, and model complexity. Similarly, RMSE values for y,,, decreased when L3
sample size increased regardless of L2 sample sizes, ICCs, and model complexity. The
highest RMSE values are associated with the condition where Lon=10, and Lan=30 under
each model and ICC condition. L2 sample size of 10 produced the highest RMSE values
for each of the L3 sample sizes. Figure 23 also shows that Lan=30 conditions had the

highest RMSE values compared to L3n=100 and Lan=150.
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RMSE Values of yogo
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Figure 23. Plot of RMSE Across Manipulated Factors for yo.

Note. Model 1 is L1 Model. Model 2 is L1L2 Model. Model 3 is L1L2NoL3Cov Model.
Model 4 is L1L2L.3 Model. Model 5 is L1L2L3NoL3Cov Model. ICCy, (ICC.1=0.50,
ICC2=0.40, ICC3=0.10). ICC, (ICC_1=0.50, ICC2=0.20, ICC3=0.30). ICC3
(ICCL1=0.50, ICC»=0.25, ICC3=0.25). ICC4 (ICCL1=0.50, ICC2=0.30, ICC3=0.20)
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The straight lines indicated that RMSE values of yooo are not affected by model
complexity. The largest RMSE difference between models is 0.03. The largest RMSE
difference between varying ICCs is 0.03 except where Lon=10, and Lsn=30. The
differences are relatively larger under this condition. For example, the RMSE difference
under L1 model is 0.07 where Lon=10, and Lsn=30 when the ICC changes from ICC; to

ICC..

The RMSE values of yy,, and y;4, are all less than 0.10. The RMSE results for
Y100 and the observed patterns are very similar to the y,,,. In order to save space in this
section, the tabular and graphical representation of RMSE values for y410, Y110, @1d Y100

are all presented in Appendix C and Appendix F.

Fixed effect slope terms. The overall descriptive statistics for the RMSE of fixed
effects slope terms are presented in Table 39. The RMSE values for the fixed effect slope
terms are generally very low and across conditions ranged from 0.00 to 0.5040. The
highest RMSE values are association with y,,, and y;,, and the lowest RMSE values are

associated with y10 and y;1,-

Table 39.

RMSE Descriptive Statistics for Fixed Effect Slope Terms

Parameter  True Value Minimum Maximum Mean SD
Yoo1 0.1738 0.0671 0.5040 0.2085 0.1098
Yo11 0.0004 0.0000 0.0215 0.0043  0.0060
Y101 -0.0190 0.0000 0.3821 0.0580 0.0864
Y111 0.0004 0.0000 0.0140 0.0026  0.0037

The RMSE values of yoo1 are not as low as yoo0. However, similar to the RMSE values of

vooo, RMSE values of yoo1 are reduced when L3 sample sizes increased regardless of L2
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sample sizes, ICCs, and model complexity. On the other hand, RMSE values of yoo1
increased when L2 sample sizes increased regardless of L3 sample sizes, ICCs, and

model complexity.

Figure 24 shows the RMSE values of y,,. As seen in Figure 24, the lowest
RMSE values observed when N2 is 10, and N3 is 100 or 150 and the highest RMSE
values are associated with the condition where N 2=75 and N3=30 (top left panel).
Although the difference is subtle, Figure 24 also revealed that RMSE values generally
decreased from L1L2L3 Model to L1L2L3 with No L3 covariance terms. Moreover,
ICC1 (ICCL1=0.50, ICC2=0.4, ICC3=0.1), the solid red line, had the lowest RMSE
values compared to the other ICCs. Though it is not a large difference, there is also a
clear separation between the ICCs. Following ICCy, ICC4 (ICCL1=0.50, ICC»=0.30,
ICCL3=0.20) had the second lowest RMSE values followed by ICCz (ICC1=0.50,
ICC2=0.25, ICC5=0.25) and ICC> (ICC1=0.50, ICC2=0.20, ICC35=0.30). In other
words, as the ICC at L2 drops and L3 increased keeping the ICC at L1 constant, the

RMSE values increased.

The RMSE values for y,,, and y,, are all less than 0.10. The RMSE results for

Y011 and the observed patterns are very similar to the y,o,. In order to save space in this
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Figure 24. Plot of RMSE Across Manipulated Factors for yo;.

Note. Model 4 is L1L2L.3 Model. Model 5 is L1L2L3NoL3Cov Model. ICCq,
(ICCL1=0.50, ICC2=0.40, ICC3=0.10). ICC> (ICC11=0.50, ICC2=0.20, ICC3=0.30).
ICC3 (ICCL1=0.50, ICC=0.25, ICC3=0.25). ICC4 (ICC.1=0.50, ICC>=0.30,
ICC13=0.20)
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section, the tabular and graphical representation of RMSE values for y411, Y101, and Y111

are all presented in Appendix C and Appendix F.

Residual variance terms. The overall descriptive statistics for the RMSE of

residual variance terms are presented in Table 40. The RMSE values for the residual

variance terms are generally high and across conditions ranged from 0.00 to 24.105. The

highest RMSE values are associated with 7%, o7 and o7, and the lowest RMSE values

are associated with o7, and o7 .

Table 40.

Relative Bias Descriptive Statistics for Residual Variance Terms

Parameter Minimum Maximum Mean SD
o2 0.233 1.502 0.586 0.315
Urzo 0.379 24.105 6.037 7.071
oF. 0.144 0.876 0.365 0.172
Ohys 0.181 7.027 2.902 1.944
05y, 0.000 0.011 0.004 0.003
0310 0.071 3.547 1.450 1.001
05, 0.000 0.004 0.001 0.001

The RMSE values of o2 are presented in Figure 25. As seen Figure 25, all of the

RMSE values decreased as the L2 sample sizes increased regardless of varying ICCs,
model complexity, and L3 sample sizes. Similarly, all of the RMSE values of ¢
decreased as the L3 sample sizes increased regardless of varying ICCs, model

complexity, and L2 sample sizes. As seen in Figure 25, the highest RMSE values are

associated with the condition (bottom left panel) where N 2=10 and N 3=30. The lowest
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RMSE values are associated with the condition (bottom left panel) where N »=75 and

N3=150.

RMSE Values of o2
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Figure 25. Plot of RMSE Across Manipulated Factors for 2.

Note. Model 1 is L1 Model. Model 2 is L1L2 Model. Model 3 is L1L2NoL3Cov Model.
Model 4 is L1L2L.3 Model. Model 5 is L1L2L3NoL3Cov Model. ICC4, (ICC.1=0.50,
ICC2=0.40, ICC3=0.10). ICC, (ICC_1=0.50, ICC2=0.20, ICC3=0.30). ICC3
(ICCL1=0.50, ICC»=0.25, ICC3=0.25). ICC4 (ICCL1=0.50, ICC2=0.30, ICC3=0.20)

The RMSE of 62 are presented in Figure 26. Similar to the relative bias values
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Figure 26. Plot of RMSE across manipulated factors for ;.

Note. Model 1 is L1 Model. Model 2 is L1L2 Model. Model 3 is L1L2NoL3Cov Model.
Model 4 is L1L2L.3 Model. Model 5 is L1L2L3NoL3Cov Model. ICC4, (ICC.1=0.50,
ICC2=0.40, ICC3=0.10). ICC, (ICC_1=0.50, ICC2=0.20, ICC3=0.30). ICC3
(ICCL1=0.50, ICC»=0.25, ICC3=0.25). ICC4 (ICCL1=0.50, ICC2=0.30, ICC3=0.20)
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for 62, RMSE values under L1L2 and L1L2 No L3 Covariance models are relatively
high. For the L1, L2L2L3, and L1L2L3 No L3 Covariance models, all of the RMSE
values decreased as the L2 sample sizes increased regardless of varying ICCs, model
complexity, and L3 sample sizes. Similarly, all of the RMSE values of 62, decrease as the
L3 sample sizes increase regardless of varying ICCs, model complexity, and L2 sample
sizes. The opposite of this relationship exists for the L1L2 and L1L2 No L3 Covariance

models.

The patterns observed in the RMSE values of ¢ are also observed in the RMSE
values of o, o5 and o7, . Because of this, the tabular and graphical representation

RMSE values for oand o are only presented in Appendix C and Appendix F.

The RMSE values of o7, and o7, and are all less than or equal to 0.02
regardless of varying ICCs, model complexity, L2, and L3 sample sizes. Because of this
reason, the tabular and graphical representation RMSE values for % and oy, are only

presented in Appendix C and Appendix F.

Residual covariance terms. The overall descriptive statistics for the RMSE of
residual covariance terms are presented in Table 41. The RMSE values for the residual
variance terms are generally high and across conditions ranged from 0.00 to 4.399. The
highest RMSE values are associated with o, g, and oy, 0y, .. The rest of the residual

covariance terms had RMSE values less than 0.10.

The RMSE values of g,y0,.; are presented in Figure 27. All of the RMSE values

of 0,90, decreased as the L2 sample sizes increased regardless of varying ICCs, model
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complexity, and L2 sample sizes. Similarly, all of the the relative bias values of o,.¢0,4
decreased as the L3 sample sizes increased regardless of varying ICCs, model

complexity, and L2 sample sizes.

Table 41.

RMSE Descriptive Statistics for Residual Covariance Terms

Parameter Minimum Maximum Mean SD
Or,Ory 0.191 1.228 0.551 0.238
OuooTugy 0.000 0.179 0.039 0.054
Ouo00us0 0.000 4.399 0.970 1.157
Ougo%uq,y 0.000 0.075 0.010 0.015
OupsOuso 0.000 0.082 0.012 0.018
Oug, Ouqy 0.000 0.006 0.001 0.002
Ou,o0uyq 0.000 0.063 0.014 0.019

Note. The correlation among the L3 covariance terms is presented in Table 13.

The non-straight lines shows that model complexity affects the RMSE values for
0ro0r1- Introducing new predictors to a model affected the RMSE bias values for
0001 but removing the L3 covariance terms seemed to not affect the RMSE values. The
RMSE values generally increased from L1 model to L1L2 model but decreased from
L1L2L3 model. This difference is clearly seen especially for the top right four panels in
Figure 27 where L2 sample size is either 50 or 75 and L3 sample size is either 100 and

150.

The ICC’s effect on the RMSE values of .40, iS minimal since the separation
between the lines are very small. The largest separation is observed when the L2 sample

size is 10 and L3 sample size is 30.
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Figure 27. Plot of RMSE Across Manipulated Factors for ¢,.90;;.

Note. Model 1 is L1 Model. Model 2 is L1L2 Model. Model 3 is L1L2NoL3Cov Model.
Model 4 is L1L2L3 Model. Model 5 is L1L2L3NoL3Cov Model. ICC4, (ICC1=0.50,
ICCL2=0.40, ICC13=0.10). ICC> (ICC_1=0.50, ICC2=0.20, ICC3=0.30). ICC3
(ICCL1=0.50, ICC2=0.25, ICC3=0.25). ICC4 (ICC11=0.50, ICC2=0.30, ICC3=0.20)

Figure 28 shows RMSE values of o, 0, . The RMSE values decreased as the
L2 or L3 sample sizes increased for L1 model. However, the same relationship did not
hold for the L1L2 and L1L2L3 models. On the contrary, for some conditions, the RMSE

values increased as the L2 or L3 sample sizes increased. For example, for ICC, under
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Figure 28. Plot of RMSE Across Manipulated Factors for oy, 0y,
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Note. Model 1 is L1 Model. Model 2 is L1L2 Model. Model 4 is L1L2L3 Model. ICC;4,
(ICC11=0.50, ICC2=0.40, ICC3=0.10). ICC, (ICC11=0.50, ICC2=0.20, ICC3=0.30).

ICC3 (ICCL1=0.50, ICC2=0.25, ICC3=0.25). ICC4 (ICC.1=0.50, ICC>=0.30,
ICC3=0.20).
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L1L2 Model, the RMSE values increased when L3 sample size is 30 and L2 sample sizes

increased from 10 to 25 or 50.

In Figure 28, it is easily seen that as the model complexity increased the RMSE
values of g, 0, , increased regardless of the ICCs, L2 and L3 sample sizes. The figure
also shows that there is a clear separation in the ICC values. The lowest RMSE values are
associated with the ICC; (ICCL1=0.50, ICC»=0.4, ICC3=0.10) followed by ICC4
(ICCL1=0.50, ICC2=0.30, ICC3=0.20), ICC3 (ICCL1=0.50, ICC2=0.25, ICC3=0.25),
and ICC> (ICCr1=0.50, ICC»=0.20, ICC3=0.30). It is also very easy to see that the
relative values are the lowest when L2 is 10 regardless of L3 sample sizes, model

complexity, and ICCs.

Coverage. Parameter coverage proportions are only calculated for fixed effects
intercept and slope terms.

Fixed effect intercepts terms. The parameter coverage proportions for y,o, and
Y100 are generally very high and above the nominal level. Parameter coverage
proportions across conditions ranged from 0.98 to 1. Similarly, the parameter coverage
proportions for y;4, is generally above the nominal level of .95. The coverage rates larger
than the nominal rate is a sign of upward biased standard errors, given the parameter
estimates are accurate. These produce conservative rates of Type-I error, given the

parameter estimates are accurate.

Since the parameter coverage proportions of ¥4, Y100, aNd Y110 are mostly

above the nominal level. Those are not examined here in this section. However, all of the
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tabular and visual representation of the parameter coverage proportions for the fixed
effects intercept terms Y00, Y100, @Nd y11, are presented in Appendix G and Appendix H,

respectively.

On the other hand, the parameter coverage proportions for y,,, shows greater
variability. Across conditions, parameter coverage proportions for y,,, ranged from 0 to
1. Figure 29 shows the parameter coverage for y,,,. The non-straight line that goes from
model 3 to model 4 shows that the parameter coverage drastically increased from model 3
to model 4. One of the major differences between model 3 and model 4 is the fact that
model 4 includes a L3 predictor and model 3 did not. All of the 12 panels in Figure 29,
revealed that the parameter coverage for model 2 (L1L2 model) and model 3 (L1L2
model with no L3 residual covariance) are always under the nominal level of 0.95. On the
other hand, the parameter coverage for model 4 (L1L2L3 model) and model 5 (L1L2L3
model with no L3 residual covariance) is very close to 0, but it is not clear whether it is at
.95, less or higher than .95. To clarify this, the parameter coverage of y,,, for only model
4 and model 5 illustrated in Figure 30. As seen in Figure 30, almost all of the parameter
coverage proportions are above the nominal level. The bottom left panel where N 2=10
and N3=30 is the only panel where the coverage proportion is close or at the nominal

level except for ICC1 under model 5 (ICC1=0.50, ICC2=0.40, ICC3=0.10).
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Figure 29. Plot of RMSE Across Manipulated Factors for y1,.

Note. Model 1 is L1 Model. Model 2 is L1L2 Model. Model 4 is L1L2L3 Model. ICC;,
(1ICCr1=0.50, ICC2=0.40, ICC13=0.10). ICC, (ICCL1=0.50, ICC2=0.20, ICC3=0.30).
ICC3 (ICCL1=0.50, ICC=0.25, ICC13=0.25). ICC4 (ICC.1=0.50, ICC>=0.30,
ICC3=0.20).
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Fixed effects slope terms. Unlike the fixed effects intercept terms, the parameter
coverage proportions for the fixed effects slope terms are generally lower than the
nominal level of .95. The coverage rates less than the nominal rate are a sign of
downward biased standard errors, given that the parameter estimates are accurate. These
produce relatively liberal rates of Type-I error, given that the parameter estimates are
accurate. The parameter coverage proportions of y,,, are presented in Figure 31.
Generally, we expect the lines in the figure clustered around 0.95 but unfortunately that is
not the case. yyo IS estimated in model 4 (L1L2L3 model) and model 5 (L1L2L3 model
with no L3 covariance) which equates to 96 conditions. Out of these 96 conditions,
parameter coverage is less than the nominal level (.95) 65 times, at nominal level 26
times, and higher than the nominal level 5 times. The four panels in the left column
where N13=30 had no conditions where the parameter coverage proportion is at the
nominal level. Similar results and patterns are observed for the remaining fixed effects
slope terms yy11, Y101, @nd y;1,1. Because of that, the parameter coverage proportions are
not examined here but all of the tabular and visual representation of the parameter

coverage proportions are presented in Appendix G and Appendix H, respectively.
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Figure 30. Plot of Parameter Coverage Proportions Across Manipulated Factors for yy4,
(M4-M5 only).

Note. Model 1 is L1 Model. Model 2 is L1L2 Model. Model 4 is L1L2L3 Model. ICC;,
(ICC11=0.50, ICC2=0.40, ICC3=0.10). ICC, (ICC11=0.50, ICC2=0.20, ICC3=0.30).
ICC3 (ICCL1=0.50, ICC=0.25, ICC13=0.25). ICC4 (ICC.1=0.50, ICC»=0.30,
ICC13=0.20).
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Figure 31. Plot of parameter coverage proportions Across Manipulated Factors for y;.

Note. Model 1 is L1 Model. Model 2 is L1L2 Model. Model 4 is L1L2L3 Model. ICC;,
(ICCL1=0.50, ICC2=0.40, ICC3=0.10). ICC> (ICCL1=0.50, ICC2=0.20, ICC3=0.30).
ICC3 (ICCL1=0.50, ICC2=0.25, ICC3=0.25). ICC4 (ICC1=0.50, ICC2=0.30,
ICCL3=0.20).
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Summary of Results

Fixed effect intercepts terms. Table 42 included a summary of the results for
absolute bias, relative bias, RMSE, and parameter coverage proportion collapsed across
model complexity and ICC. The fixed effects intercept and slope terms include four digits
for each of the summary statistics summarized above in the following order (a) absolute
bias, (b) relative bias, (¢) RMSE, and (d) parameter coverage. For absolute bias, 1
indicated the absolute bias values are low for the L2 and L3 sample size combinations, O
indicated the absolute bias values are high. Similarly, for relative bias, 1 indicated the
relative bias values are within acceptable range and 0 meant they are not. For RMSE, 1
indicated the RMSE values are low for the L2 and L3 sample size combinations, O
indicated the RMSE values are high. Lastly, for parameter coverage, “-” indicates that
parameter coverage proportion is not estimated for that particular parameter. For
parameter coverage, 1 meant parameter coverage proportion is at the nominal level for at
least one model-ICC combinations and 0 indicated none of the model-1ICC combinations
produced a parameter coverage proportion at the nominal level. For example, in Table 42
for yo10 if we look at the column where NL3=150 and NL2=10, it shows that all of the
examined statistics agrees that this L2 and L3 sample size combination produces an
accurate parameter estimate for y¢10.

Table 42 also provides a quick summary of the results but it might be
overwhelming to track all of the numbers, and it is hard to see the patterns exist in the
results. To solve this issue, for each cell in Table 42, | added 1s to produce an agreement

summary. If all four summary statistics agrees the total is maximum 4 for fixed effects

Table 42.
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Summary of Absolute Bias, Relative Bias, RMSE, Parameter Coverage

Parameter L3=30 L3=100 L3=150
Group 10  25%  50*  75* 10 25%  50%  75* 10 25%  50%  75*
Yooo 0100 0100 1110 1110 0110 1110 1110 1110 1110 1110 1110 1110
gf'fxefti Yoo 0111 0111 1110 1110 1111 1110 1110 1110 1111 1110 1110 1110
ecls
Intercepts Y100 1110 1110 1110 1110 1110 1110 1110 1110 1110 1110 1110 1110
Y110 1110 1111 1110 1110 1111 1110 1110 1110 1111 1110 1110 1110
Yoor 0100 0100 0100 0100 1111 1110 0101 0101 1111 1111 0111 0111
Fixed Yo 1010 1010 1010 1010 1011 1011 1011 1011 1011 1011 1011 1011
Effects ¥ 1010 1000 1000 1000 1010 1011 1011 1011 1111 1011 1011 1011
Slopes 101
Vi 1010 1010 1010 1010 1011 1011 1011 1010 1011 1011 1011 1011
o2 010- 010- 010- 010- 010- 010- 010- 010- 010- 010- 010-  010-
a2 000- 000- 000-  000- 000- 000- 000-  000- 000- 000- 000-  000-
o2 000- 000- 000-  000- 000- 000- 000- 001- 000- 000- 001-  001-
Residual o2 011- 000- 000-  00O- 000- 000- 000- 000- 000- 000- 000-  000-
Variance 00
o2, 000- 000- 000-  000- 000- 000- 000-  000- 000- 000- 000-  000-
o2 101- 101- 101- 101- 101-  101- 101-  101- 101- 101- 101-  101-
o2, 101- 101- 101- 101- 101-  101- 101-  101- 101- 101- 101-  101-
Oy 0y,  000-  000- 000-  000- 000- 000- 000-  000- 000- 000- 000-  000-
OuyyOu,, 101 101-  101-  101- 101- 101- 101- 101- 101- 101- 101-  101-
OuyyOu,, 000~ 000-  000-  000- 000- 000- 000-  000- 000- 000- 000-  000-
Residual p 101- 101- 101~ 101 101- 101~ 101- 101- 101- 101~ 101-  101-
Covariance o "u
Ouy Ou,, 101 101-  101-  101- 101- 101- 101- 101- 101- 101- 101-  101-
Ouy Ou,, 101~ 101- 101-  101- 101- 101- 101- 101- 101- 101- 101-  101-
OuyoOu,, 101~ 101- 101-  101- 101-  101- 101-  101- 101- 101- 101-  101-

Note. *L.2 sample sizes. Results collapsed across model complexity and ICC. The first digit indicates whether the
absolute bias is acceptable or not. The second digit indicates whether the relative bias is acceptable or not. The third
digit indicates whether the RMSE is acceptable or not. The last digit indicates whether the parameter coverage
proportion is acceptable or not. 1 means Yes, 0 means No. “-” means not calculated.

intercept and slope terms. The maximum is 3 for the residual variance and covariance
terms since parameter coverage proportions are not calculated for the residual variance
and covariance terms. | used four different icons for fixed effects intercept and slope
terms to indicate the level of agreement among the summary statistics (a) white check
mark with a circle around indicates all four summary statistics agreed, (b) green check
mark no circle around indicated that at least three out of four summary statistics agreed,

(c) yellow exclamation point indicated two of the four summary statistics agreed, (d) red

135



cross indicates maximum of one summary statistics had acceptable values. Similarly, for
the variance and covariance terms, | used three different icons (a) green check mark no
circle around indicates that at least two out of three summary statistics agrees, (b) yellow
exclamation point indicated one summary statistics had acceptable values. (c) red cross

meant none of the summary statistics had acceptable values.

A quick look at the first four rows in Table 43 shows that the summary statistics
agrees on almost all of the fixed effect intercepts are within the acceptable range or close
to 0 except the two L2 sample sizes of 10 and 25 under N3=30, and L2 sample size of 10

under N1 3=100.

The second 4 row in Table 43 shows that all of the L2 sample sizes under N 3=30
had issues. However, the summary statistics generally agrees for N.3=100 and N 3=150.
Yoo1 had some issues under N2=50 or N>=75 and N13=100. Similarly, y;,, had some
issues under N»=10 and N1 3=100 . Lastly, y;1; had some issues under N.»>=75 and

NL3=100 .

Table 43 shows that most of the residual variance terms are not within the
acceptable range or limit across the examined summary statistics. All of the sample size
combinations for o7 and o7, as well as one condition of ;7. under Ni2=10 and N13=30
shows agreement on the two out of three summary statistics. Table 43 provided the

details about which of the two summary statistics agree.

Two of the three summary statistics for residual covariance terms agrees except
for the o, 0, and oy, 0y, . Table 43 provided the details about which of the two

summary statistics agreed.
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Summary of Absolute Bias, Relative Bias, RMSE, Parameter Coverage
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Chapter 5

DISCUSSION

Three-level models are applicable for analyzing multilevel data, and their use is
growing in educational, psychological, and social science research. HLM allows
modeling of clustered data such as students’ achievement scores nested in students,
students in classes, and classes in schools. Although three-level HLM has become
increasingly popular, there is a lack of empirically-based guidelines about sample size
choices at different levels, model complexity, and how varying ICCs affect the different
parameter estimates. The primary purpose of this study was to determine the impact of
sample size on statistical estimates for three-level models, in particular, those used for
longitudinal data structures commonly found in education. This was conducted via a two
study simulation design, using data generating parameters obtained from a large scale
longitudinal data set from North Carolina, provided by the National Center on
Assessment and Accountability for Special Education (NCAASE). The following
variables were modified: the model complexity, the ICC, and the sample size at L2, and

L3 to answer the following four questions;

1. How does each of the modified factors (model complexity, ICC, L2, and L3
sizes) affect the intercept estimates (yooo, y010, y100, and y110y?

2. How does each of the modified factors influence the fixed effects slope
estimates (yoo1, yo11, y101, and y111)?

3. How does each of the modified factors influence the variance components (2,

2 2 2 2 2 2
O 01y Oy Ot yr Oty and aun)?
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4. How does each of the modified factors influence the covariance components

7
(O-roﬁ’ au00u01 ’ auooulo ! O-uOOull ’ au01u10 ! 01101“11’ and Gu10u11)'

This chapter aims to provide general guidelines for sample sizes to obtain
accurate parameter estimates based on the results of the simulation study. First, I discuss
the effect of model complexity on the relative bias, RMSE, absolute bias, and parameter
coverage. Second, | examine the effect of varying ICCs on the relative bias, RMSE,
absolute bias, and parameter coverage. Third, | discuss the effect of changing L2 sample
sizes on the relative bias, RMSE, absolute bias, and parameter coverage. Fourth, | discuss
the effect of varying L3 sample sizes on the relative bias, RMSE, absolute bias, and
parameter coverage. Fifth, suggestions are made about how to choose adequate sample
sizes for specific parameter estimates in three-level longitudinal models. Finally, the

limitations and the directions for future research are discussed.

Model Complexity

The majority of simulation studies that examine two-level sample size
requirements tend to focus on a single model. Moreover, model complexity is rarely of
interest. In this study, | examined five three-level models with increasing complexity to
determine the effect of model complexity on parameter estimates by calculating the

relative bias, RMSE, absolute bias, and parameter coverage.

The results of RMSE and absolute bias were very close to each other. Because of
that, the relative bias difference and RMSE values difference were calculated for each

model pair, such as between L1 model and L1L2 model, for each estimated parameter
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while keeping ICC, L2, and L3 sample sizes the same to determine whether model
complexity has an effect on the bias and accuracy of the parameter estimates. For
example, the RMSE differences for o2 were calculated between L1 and L1L2 model by
taking the difference of RMSE values when ICC1, N2=10, and N3 =30. This process
was repeated for each ICC and sample size combinations focusing on one model pair at a
time such as the L1 and L1L2 models or L1 and L1L2L3 models. The goal of this process
was to determine the largest relative bias and RMSE within each model pair so that it
shows us all the remaining differences between model pairs were less. As seen in Table
44, for the fixed effect intercept terms (yooo, Yozo, Y100, and y110) and the L1 residual
variance (c2), the difference is minimal and as low as 0.01. In other words, model
complexity had minimal effect on the parameter estimates of the fixed effect intercept
terms (yooo, Yo10, Y100, and y110), fixed effect slope term (yoo1), and the L1 residual variance
(c2). However, the relative bias difference or RMSE difference was considerably high for

the remaining fixed effects slope terms (yo1, y101, and y111), L2 residual variance (o7,
and o/, ) and covariance terms (a;,,), and L3 residual variance (o, 0., 0, ,, and
o}5,,) and covariance terms (0y,, 0y, OugyOuso OrigyOitsy Ottgy Ottyg + Outgs gy » AN
Ou,,0u,,)- The difference in relative bias and RMSE for L2 residual variance (030) is as

high as 23.70. In other words, model complexity had a relatively larger effect on the
parameter estimates under the examined conditions for the remaining fixed effects slope

terms (yo11, Y101, and y111), L2 residual variance (cfrZ0 and Urzl) and covariance terms (o, ),

and L3 residual variance (o},,, 0, 0s,,, and o) and covariance terms (o,

0“00”10’ auoou11’ auo1u1o’ Gu01u111 and Ju1ou11)'
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These results are similar to previous two-level studies that examined model
complexity. For example, Meinck and Vandenplas (2012) found that model complexity
did not affect the L1 residual variance (¢2) but affected the other parameters in the two-
level models they examined. Table 44 shows that model complexity has minimal effects
on L1 residual variance o2 as well as the fixed effects intercept terms (yooo, Yo10, Yooo, and

v110) and one of the fixed effects slope terms (yoo1).

Table 44.

Biggest Relative Bias and RMSE Difference Based on Model Complexity

Biggest Relative Biggest RMSE

Parameter Group Parameter Bi%% Difference I%?fference
Y000 0.01 0.03
. 001 0.16 0.05
Fixed Effects Intercepts zom 0.12 0.09
Yo11 5.52 0.01
Y100 0.01 0.02
; 101 0.79 0.03
Fixed Effects Slopes Zno 0.23 0.01
Y111 2.31 0.01
ol 0.01 0.12
o 2.25 23.70
of. 0.85 0.17
Residual Variance Ohys 0.55 6.76
o, 157 0.01
[ 0.56 3.42
05, 1.55 0.01
GryOr, 1.87 0.46
O gy Oy, 0.84 0.05
[ SN 1.08 3.45
Residual Covariance CugyOuyy 0.54 0.01
O gy Ouyy 0.51 0.01
Ougy Ouyy 0.86 0.01
OuyyOuyy 0.95 0.01
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The effect of model complexity on absolute bias values for the fixed effects
intercept and slopes terms were minimal. However, it is important to note that the fixed

effect slope terms were estimated only in model 4 and model 5 where each level had one

predictor. The only difference between model 4 and model 5 was the fact that L3 residual
covariance terms were not estimated. Thus, if a researcher is interested in the fixed
effects intercept and slope estimates, under the examined conditions this work suggests
that not estimating L3 residual covariance terms has minimal effect on the absolute bias

values regardless of ICC, L2, and L3 sample sizes.

Although the effect of model complexity on fixed effects intercept and slope
terms is minimal, the same pattern is not observed for the residual variance terms.
Researchers should exercise caution if they are interested in the residual variance

estimates of L1 (¢2), L2 residual variance term (aﬁo), and all of the L3 residual variance

terms except o, . The effect of model complexity on L3 residual terms o/, , o7, ,, and

0510 is minimal only in the ICC1 condition where L2 sample size is either 10 or 25

regardless of L3 sample sizes.

The effect of model complexity on the residual covariance terms is relatively

large for two of the seven residual covariance terms, o, ,, (L2 residual covariance term)
and oy, , (L3 residual covariance term associated with intercept terms of moij and majj).
The effect of model complexity for oy, 4, , is only minimal for the L2 sample size is 10

regardless of L3 sample sizes and ICCs.
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As mentioned before, the parameter coverage is only calculated for the fixed
effects intercept and slope terms. The effect of model complexity on parameter coverage
is minimal for the fixed effects intercept terms except for yo1o0. There are substantial
differences in the parameter coverage results from model 2 and model 3 to model 4 and
model 5. The main difference between these four models is the additional predictor at L3.
Thus, if a researcher is interested in the yo10, under the examined conditions this work
suggests that adding a predictor to L3 affects the parameter coverage results. However,
further examination of this effect is needed to discover the causes of this difference and
whether the same effect would have been observed with different data generating values.
Although not formally tested, the magnitude of true values seemed to affect the summary

statistics used in the study.

The effect of model complexity on parameter coverage is minimal for the fixed
effects slope terms. However, the parameter coverage proportions were generally less
than 0.95 which means the standard errors were biased downward given the parameters
estimated accurately. These produce more liberal rates of Type-I error and researchers

should exercise caution interpreting the standard errors for the fixed effect slope terms.

Intraclass Correlations

The difference in RMSE and the relative bias was calculated for each ICC pair
such as ICC1 (ICCL1=0.5, ICC2=0.40, ICC3=0.10) and ICC: (ICC1=0.5, ICC»=0.20,
ICC13=0.30) or ICC; and ICC3 (ICCL1=0.5, ICC2=0.25, ICC3=0.25) while keeping
model complexity, L2 sample sizes, and L3 sample sizes constant to determine the effect

of ICC on the bias and accuracy of the parameter estimates. As seen in Table 45, for the
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fixed effect intercept terms (yooo, Yo1o, Y100, and y110) and the L1 residual variance (¢2), the
difference in relative bias and RMSE is minimal and as low as 0.00. However, the
relative bias difference or RMSE difference is considerably higher for the fixed effects

slope terms (yoo1yo11, Y101, and y111), L2 residual variance (o7 and o7, ) and covariance

Table 45.
Biggest Relative Bias and RMSE Difference Based on ICC

Biggest Relative Biggest RMSE

Parameter Group Parameter Bias Difference Difference
Y000 0.00 0.07
_ Yoo1 0.50 0.19
Fixed Effects Intercepts Yot 0.01 0.02
Yoiu 4.95 0.01
Y100 0.00 0.02
. Y101 1.95 0.16
Fixed Effects Slopes Yito 0.24 0.00
Y111 2.11 0.00
02 0.01 0.15
o2 113 2.20
o 2.12 0.14
Residual Variance 0500 0.47 5.22
o2 1.65 0.01
o2, 0.47 2.63
ol 1.32 0.00
Oy O, 1.56 0.14
OugOugy 0.88 0.13
Oy Oy, 0.88 3.47
Residual Covariance OugoOuyy 122 0.03
Ougy Ouyg 0.42 0.03
Ougpq Ouqy 1.32 0.00
s O 1.09 0.05

terms (oy,r,), and L3 residual variance (o3,,, 07,,, 04, and o) and covariance terms

(Juoouo1' Juoou1o' Juoou11’ Juo1u1o’ Juo1u11’ and Ju1ou11)'
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In other words, varying ICC levels had relatively larger effects on the parameter
estimates under the examined conditions for the fixed effects slope terms (yoo1, Yo11, Y101,

and y111), L2 residual variance (¢ and ;%) and covariance terms (o;,,), and L3 residual
variance (o;5,,, 04,,, 0,,, and o) and covariance terms (0, u,,+ Fugougyr Tugoty:

Ougiurer Tugiug, @Nd 0y, oy ) cOmMpared to the fixed effects intercept terms.

The effort to compare these findings with earlier research proved fairly
unproductive since the previous studies focused on solely on two-level models. Given
that, these results somewhat agree with the study conducted by Meinck and VVandenplas
(2012). They concluded that more similar the units were within clusters (high ICC), the
less precise the estimates were. So, increasing ICC levels introduces higher sampling

errors, thus it affects the residual variance-covariance terms at L2 and L3.

The effect of varying ICC on the absolute bias is minimal for the fixed effect
intercept terms and for the two of the fixed effect slope terms, yo11, and y111. However, the
same pattern is not observed for yoo1 and yio1. The results show that for yoo1 and yio1 if the
ICC at L3 is greater than the ICC at L2 keeping the L1 ICC 0.5, the absolute bias values

tends to be higher.

The absolute bias values for L1 and L2 residual variance were minimally affected
by the varying ICC levels. However, this is not true for the L3 residual variance terms. If
researchers were interested in absolute bias and had a way to control the ICCs at different
levels, under the examined conditions this work suggests it is better to have greater ICCs

at L2 than at L3.
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The effect of varying ICCs at parameter coverage is minimal for both fixed effect

slope and intercept terms.

L2 Sample Size

The difference in RMSE and the relative bias was calculated for each L2 sample
size pairs, for example, the RMSE difference between N 2=10 and N 2=75, while
keeping model complexity, L1 sample sizes, and L3 sample sizes the same to determine
the effect of L2 sample size on the bias and accuracy of the parameter estimates. For
example, the relative bias values of y111 under Model 2, ICCy, L3 sample size of 30 is
1.37 when L2 sample size is 25 and 0.50 when L2 sample size is 50. The absolute value
of the difference for y110 is 0.87 (1.37-0.50=0.87). The same calculation was conducted
for each parameter, model, ICC, L3 sample sizes and L2 pair. The highest difference in
both RMSE and relative bias are presented in Table 46. As seen in this table, the
difference in relative bias and RMSE for the fixed effect intercept terms (yooo, Yo10, Y100,
and y110) is minimal and as low as 0.00. However, the relative bias difference or RMSE
difference is considerably high for the fixed effects slope terms (yoo1,Yo11, Y101, and y111),
L1 residual variance (o2), L2 residual variance (o7, and o7 ) and covariance terms
(0r,r,), and L3 residual variance (o}, 0,,, 0%,,, and o7, ) and covariance terms
(Ougorterr Tugotisor Tugossr Fugiuser Ougiusyr AN Oy guy,)- I Other words, varying L2
sample size had a relatively larger effect on the parameter estimates under the examined
conditions for the fixed effects slope terms (yoo1, Yo11, Y101, and y111), L2 residual variance

(o, and o) and covariance terms (o, ), and L3 residual variance (o, ,, 0}3,,, 057, and
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) .
ay,,) and covariance terms (0, uy,» Fugouser Fuugousyr Ftigrttre’ Fugrryyr AN oy uyy)

compared to the fixed effects intercept terms (yooo, Yoo, Y100, and y110).

Table 46.
Biggest Relative Bias and RMSE Difference Based on L2 Sample Size

Parameter Group Parameter %lggeéti 5;'2;':: B'g%ffs;reRn'\éleSE
Y000 0.00 0.23
: Yoot 0.31 0.29
Fixed Effects Intercepts Yo10 0.06 0.04
Yo11 6.08 0.01
Y100 0.00 0.14
: Y101 1.58 0.22
Fixed Effects Slopes Yo 0.17 0.02
Y111 2.49 0.01
o‘e2 0.02 1.01
of 1.75 14.58
o7 2.44 0.54
Residual Variance T 0.76 4.50
0g,, 1.97 0.01
041 0.75 2.28
0. 1.61 0.00
Oy, O, 151 0.76
Ouugy Oy, 1.25 0.07
gy Oy 1.15 2.76
Residual Covariance OuugyOuyy 2.28 0.04
Oty Oy 0.62 0.06
Ouo, Ouss 2.13 0.00
O, Ouyy 1.44 0.06

These findings regarding the fixed effect intercept term align with the results of
previous simulation studies that focused on two-level models. Shih (2008) found that the

accuracy of fixed effect intercept estimates did not change considerably across sample
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size conditions. Similarly, Donoghue and Jenkins' (1992) observed that adding subjects to
each group did not affect fixed effects. Shih (2008) also found that the estimates for the
fixed effects slope term were also unstable. However, there was only one slope term in

the study of Shih (2008).

The present findings regarding the L1 residual variance term align with the two-
level simulation results of Shih (2008) and Darandari (2004). They found that the
accuracy of the L1 residual variance and L2 residual variance-covariance estimates did
not change considerably across the varying sample size conditions they examined after
the relative bias values fell below 0.10. In the current study, the relative bias values for an
L1 residual variance for all of the conditions are between -.03 and 0. The variance of L1
residual variance in Shih (2008) ranged from 4 to 50, and it was set to 20 across

conditions.

The results for L2 residual variance terms (o7, and o;7,) are also very similar to the
findings of Shih (2008) except for the L1L2 and L1L2 no L3 covariance models. The L2
residual variance terms for these two models consistently show an anomalous result in
which as the L2 sample size increases, the relative bias, RMSE, and absolute bias values
also increase. The same pattern is not observed in the L1L2L3 and L1L2L3 no L3
covariance models. The major difference between L1L2 and L1L2L3 models is the
addition of an L3 predictor in the L1L2L3 model. Similarly, the major difference
between L1L2 no L3 covariance and L1L2L3 no L3 covariance models is the addition of
an L3 predictor in the L1L2L3 model. It is an anomaly that increasing sample size at L2

results in higher absolute bias, relative bias, and RMSE values. One potential reason for
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this anomaly is the addition of the L3 predictor. Although, it is not directly related to this
anomaly, Mok (1995) also indicated that estimates shows strong bias when the number of
observations at L1 per unit of L2 exceeded the number of units at L2. These results are an

indication that more research needed to explain these different anomalies.

Keeping all else constant, increasing L2 sample sizes results in lower absolute
bias values. This pattern is mostly observed in almost all of the parameters examined in
this study. However, the same pattern is not observed for the two fixed effects slope
terms (yoo1 and y1o1), the level 2 residual variance (aﬁo) associated with level 2 equation
for moij , the level 3 residual variance terms for 0500 and 0510 and the level 3 covariance
term (oy,,0.,,) between the L3 residual variance for o7, and o7, . The efforts to find
why this is the case for these two parameters proved fairly unproductive. However, one
commonality between these two parameters is that they were they were both the slope
terms predicting the Level 2 intercept terms (Booj and Pioj). But, it is not clear why the

absolute values for two parameters increase as the L2 sample size increase.

In summary, increasing L2 sample sizes generally decreases the absolute bias,
relative bias, and RMSE values for both fixed effects intercept and slope terms as well as
residual variance and covariance terms. However, a few parameter estimates such as the
L2 residual variance term (o2 ) did not follow this general rule. Further examination is

required for better understanding of this anomaly.

L3 Sample Size
The difference in RMSE and the relative bias was calculated for each L3 sample

size pair, such as the difference between N1 3=30 and N3=150, while keeping model
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complexity, ICCs, and L2 sample sizes same to determine the effect of L3 sample size on
the bias and accuracy of the parameter estimates. For example, the relative bias values of
vo1z under Model 5, ICCy, L2 sample size of 10 is 2.20 when L3 sample size is 30 and
0.18 when L3 sample size is 100. The absolute value of the difference for y110 is 2.02
(2.20-0.18=2.02). The same calculation was conducted for each parameter, model, ICC,
L2 sample sizes and L3 pair. The highest difference in both RMSE and relative bias are

presented in Table 47.

As seen in Table 47, the difference in relative bias and RMSE for the fixed effect
intercept terms (yooo, Yo10, Y100, and y110) is minimal and as low as 0.00. However, the
relative bias difference or RMSE difference is considerably higher for the fixed effects

slope terms (yoo1yo11, Y101, and y111), L1 residual variance (o), L2 residual variance (o,
and /) and covariance terms (a;, 0,,), and L3 residual variance (o;;,,, 0s.,,, 0, ,, and
o}5,,) and covariance terms (0y,, Ouy,» OugyOusg OrigyOttyyr Ouugs Ouuggr uugy Ouyyr AN
Uu1oau11)'

In other words, varying L3 sample sizes had relatively larger effects on the

parameter estimates under the examined conditions for the fixed effects slope terms (yoor,

yoit, y1o1, and y111), L2 residual variance (arz0 and 72 ) and covariance terms (0ryr,), and L3
H H 2 2 2 2 H

residual variance (oy;,,, 05,,, 0%,,, and o5, ) and covariance terms (o, Gy, s OuyoOuyy

OugyOuyyr Ougy Ouyor Oug, Ouy,r aNd 0y 0y, ) COMpared to the fixed effects intercept terms

(yooo, Yo10, Y100, and y110).

150



Table 47.

Biggest Relative Bias and RMSE Difference Based on L3 Sample Size

Biggest Relative Biggest RMSE

Parameter Group Parameter Bi%g Difference Ingifference
Y000 0.00 0.21
Fixed Effects Intercepts zzg; 88(5) 832
Yo11 4.79 0.01
Y100 0.00 0.12
: Y101 1.20 0.22
Fixed Effects Slopes Yo 0.17 0.01
Y111 2.45 0.01
o? 0.02 0.85
of 1.58 11.85
of. 2.15 0.50
Residual Variance T 0.52 2.83
0o, 1.23 0.01
T8 0.53 1.44
0, 1.01 0.00
O, Or, 1.39 0.66
OugoOug, 0.85 0.07
Ouoo Oy 0.67 1.59
Residual Covariance OugoOuy, 1.77 0.04
Ougy Ouyg 0.49 0.04
Oy, Ousy 1.26 0.00
Oy oOuy, 1.02 0.03

The difference in the accuracy of estimation between the fixed effects intercept
and slope term might be related to the fact that estimating slope parameters is harder than
intercept parameters since the estimator of the intercept parameter is required in the
estimation of the slope parameter. These differences might also be related to the fact that
many of the fixed effect slope terms also represent cross-level interactions and varying

sample sizes at these levels might cause the unstable parameter estimates.
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Similar to the results discussed under L2 sample size, the absolute bias values
generally drop as the L3 sample size increases for almost all of the parameter estimates

except for the L2 residual variance term, ;% . But, it is not clear why the absolute values

for o7 parameters increase as the L3 sample size increase.

To summarize, as L3 sample sizes increase, generally the absolute bias, relative
bias, and RMSE values for both fixed effects intercept and slope terms as well as residual
variance and covariance terms decrease. Although majority of the parameters follow this

pattern, a few exceptions exist such as the L2 residual variance term (o; ) that do not

follow this general pattern. Follow up analysis is required to better understand this issue.

Adequate Sample Sizes for Fixed Effect Intercept Terms

Considering all of the summary statistics examined (absolute bias, relative bias,
RMSE, and coverage), if researchers are interested in fixed effect intercept terms
regardless of varying ICCs and model complexity, this work suggests sample size
combinations as small as 3/10/30 (N1=3, N2=10, N3=30) can result in relatively
accurate and precise parameter estimates. Although the absolute bias and RMSE values
are slightly higher for yooo compared to the remaining fixed effects intercept terms (youo,
y100, and y110), it is important to keep in mind that the magnitude of the data generating
parameters for yooo are relatively higher compared to the remaining fixed effects intercept
parameters. It is known that absolute bias and RMSE values are sensitive to the
magnitude of the data generating parameter. In almost all instances examined in the
current study, estimating or not estimating L3 residual covariance had minimal effects on

parameter accuracy and precision, so it is up to the researcher to make the decision of
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estimating the L3 residual covariance terms in the model given the minimal effect of not

doing so.

Adequate Sample Sizes for Fixed Effect Slope Terms

The fixed effect slope terms require slightly larger sample sizes since estimating
slope parameters are harder than that of the intercept parameter because the estimator of
the intercept parameter is required in the estimation of the slope parameter. Given that
and considering all the summary statistics used, if researchers are interested in fixed
effects slope terms, regardless of varying ICCs and model complexity, this work suggests
sample size combinations as small as 3/10/100 (Nr1=3, N2=10, N13=100) can still result
in relatively accurate parameter estimates. It is also important to note that as expected
increasing L3 sample sizes resulted in better accuracy and precision values but increasing
L2 sample sizes did not. This finding aligns with Mok (1995)’s suggestions that
increasing the higher level sample size is better than increasing the lower level sample
sizes. Although Mok (1995) studied two level models, the same principles apply here.
This is especially important for educational researchers that collect data from schools and
students. In a typical school, where there are usually more students in a classroom than
the number of classrooms in the school. It is easier and cost effective to collect more data
from the same school compared to finding more schools and collecting data. However, it
is important to note that increasing L2 sample size rather than L3 sample size adds
additional bias and lowers the precision for fixed effects slope terms. Therefore, it is
imperative that researchers be cautious about the bias and precision issues in their
research design when designing educational studies. Although it might make more sense

and be more cost effective to sample more students from a given classroom, instead of
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recruiting more classrooms for the study, bias in the parameter estimates might result in

erroneous conclusions.

Overall, the absolute bias, relative bias, and RMSE values for fixed effects terms
are better than residual variance-covariance terms. However, it is important to point out
that determining the type of fixed effects that researchers are interested in is an integral
part of making sample size decisions. In general, fixed effects intercept terms have lower
absolute bias, relative bias, and RMSE values compared to the fixed effects slope terms.
Given that, fixed effects intercept terms do not require sample sizes as high as fixed

effects slope terms.

Adequate Sample Sizes for Residual Variance Terms

The relative bias values of L1 residual variance term (¢2) are all within
acceptable range and the absolute value of relative bias values are all less than 0.04
regardless of ICCs, model complexity, L2, and L3 sample sizes. In other words, if the
researchers are interested in relative bias of 62, this work suggests sample size
combinations as small as 3/10/30 (N1=3, N12=10, N3=30) can result in relatively low
relative bias values. This finding aligns with the two-level literature. Maas and Hox
(2005) pointed out that the L1 residual variance estimates were generally very accurate.
However, if the researchers are interested in absolute bias and RMSE values close to 0,
larger sample sizes are needed. The lowest observed absolute bias and RMSE values for
o2 are ranged from 0.19 to 0.25 under the highest L2 and L3 sample sizes examined in
the current study 3/75/150 (Nr1=3, N2=75, N13=150). Given the highest L2 and L3

sample size examined did not result in absolute bias and RMSE values close to 0 and the
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absolute bias and RMSE values decrease as both L2 and L3 sample sizes increase, this
work suggests even larger sample sizes than the ones examined in this study are required

to obtain absolute bias and RMSE values close to 0.

The relative bias results for the L2 intercept residual variance (Grzo) are similar to
the L1 residual terms for the three out of five models; (a) L2, (b) L1L2L3, and (c)
L1L2L3 no L3 residual covariance models regardless of ICCs, L2, and L3 sample sizes.
Consequently, researchers can choose a sample size combination as small as 3/10/30
(NL1=3, N2=10, N13=30) to obtain acceptable relative bias values for L2 intercept
residual variance (arzo) estimates. However, the same is not true for the remaining two
models; (a) L1L2 and (b) L1L2 no L3 residual covariance models. The results for these
two models are unstable, and none of the study conditions consistently produces relative
bias values within acceptable range. This is an anomaly that L1L2 model produces higher
bias values considering that L1L2 is a less complicated model compared to L1L2L3
model. It appears though adding an L3 predictor helped reduce the relative bias values for
o7, . The lowest absolute bias and RMSE values for ¢/ are ranged from 0.31 to 0.50
under the highest L2 and L3 sample sizes examined in the current study 3/75/150 (Np1=3,
NL2=75, N13=150) under L1, L1L2L3, and L1L2L3 no L3 covariance models. In other
words, the highest L2 and L3 sample size examined in the current study did not result in
absolute bias and RMSE values close to 0. However, one conclusion of the current study
is that the absolute bias and RMSE values decrease as both L2 and L3 sample sizes
increase for Urzo- As a result of this observation, this work suggests even larger sample

sizes than the ones examined in this study are required to obtain absolute bias and RMSE
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values close to 0 for o2 . Model complexity and shifting variability between L2 and L3

does not seem to effect the sample size choices at both L2 and L3 for o7 .

Unlike for o7, the relative bias values for o7 are generally not within acceptable
ranges. On the other hand, the absolute bias and RMSE values for o/, are relatively small
compared to the o/ . As more of shared variability shifts from L2 to L3 (in terms of the
ICCs), the relative bias values for Urzl increase. Although, ICC4, (ICC1=0.50,
ICCL2=0.40, ICC3=0.10) produced the lowest relative bias values followed by ICC4
(ICCL1=0.50, ICC2=0.30, ICC3=0.20), ICC3 (ICCL1=0.50, ICC2=0.25, ICC3=0.25),
and ICC> (ICC1=0.50, ICC»=0.20, ICC3=0.30), the examined sample size conditions
did not result in acceptable relative bias values for o;% . However, as L2 and L3 sample
sizes increase, the relative bias values for Ur21 decrease. In other words, if researchers are
interested in relative bias values for o7, they need larger sample sizes than the 3/75/150
(NL1=3, N12=75, N3=150). The anomaly observed in 030 regarding the increase in
sample size results in increase in relative bias values under L1L2 model was not observed
for o . Similar to the relative bias values for o7 , if researchers are interested in absolute
bias or RMSE values for o7, they need larger sample sizes than the 3/75/150 (N.1=3,
NL2=75, N1 3=150). These findings were somewhat consistent with two-level models
literature. Mok (1995), Clarke and Wheaton (2007), Maas and Hox (2005) found that L2

variance components were sometimes underestimated.

L3 residual variance terms aELOO and ajm were the only two L3 variance terms

estimated in all models. The relative bias values were the only statistics that fell within
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the acceptable range for all the ICCs, and L2 and L3 sample sizes for the L1 model.
Consequently, for L1 model (time as L1 predictor) researchers can choose a sample size
combination as small as 3/10/30 (NL1=3, N.2=10, N3=30) to obtain acceptable relative
bias values for L3 intercept residual variance o, and o7, terms. For other models, the
majority of the relative bias values were not within acceptable range. Similarly, the
absolute bias and RMSE values were relatively higher and not close to 0. There was not a
clear pattern observed regarding the minimum sample size for acceptable relative bias

given the examined models, ICCs, L2 and L3 sample sizes.

o, and o are the other two L3 residual variance terms. They are estimated in
four out of five models. L1 model is the only model that they were not estimated. Similar
to the o7, and o7, the majority of the relative bias values were not within acceptable
range. However, the absolute bias and RMSE bias values were all very close to 0 for 0501
and o7, ,. Consequently, if researchers are interested in absolute bias and RMSE values,
this study suggests that they can choose a sample size combination as small as 3/10/30
(NL1=3, N2=10, N3=30) to obtain relatively small absolute bias and RMSE values for

L3 residual variances (o;;,, and o).

Adequate Sample Sizes for Residual Covariance Terms

The majority of the relative bias values for o, ,, are not within acceptable range
and, there is not a clear pattern observed regarding the minimum sample size for
acceptable relative bias given the examined models, varying ICCs, L2 and L3 sample
sizes. Similarly, there is not a clear pattern observed for the absolute bias and RMSE

values. Absolute bias and RMSE values are very high and not close to 0. On the other
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hand, keeping L2 sample size constant and increasing the L3 sample sizes generally
lowers the relative bias estimates for o, o, . Similarly, keeping L3 sample size constant
and increasing the L2 sample sizes generally lowers the relative bias estimates for o, o .
These findings were somewhat consistent with two-level models literature. Mok (1995),
Clarke and Wheaton (2007), Maas and Hox (2005) found that L2 variance components
were sometimes underestimated. As more of shared variability shifts from L2 to L3 (in
terms of the 1CCs), the relative bias values for o, o, increase. ICC1, (ICCL1=0.50,
ICC2=0.40, ICC3=0.10) produced the lowest relative bias values followed by ICC4
(ICCL1=0.50, ICC2=0.30, ICC13=0.20), ICC3 (ICCL1=0.50, ICC2=0.25, ICC3=0.25),
and ICC, (ICCL1=0.50, ICC2=0.20, ICC3=0.30). Given that, if researchers are interested
in relative bias values and have ICC values similar to the ICCy, (ICC1=0.50,
ICCL2=0.40, ICC3=0.10), they can choose a sample size combination as small as 3/50/30
(NL1=3, N2=50, N13=30) to obtain relatively small relative bias values for L2 residual
covariance (oy,0y,) under L1 model. Under ICC; and L1L2L3 model, they can choose a
sample size combination as small as 3/75/30 (NL1=3, N.2=50, N3=30) to obtain
relatively small relative bias values. Researchers need to pick sample sizes of at least 50
for L2 and 100 for L3 to obtain relatively small relative bias values under ICC1 and the
L1L2L3 no L3 residual covariance model. On the other hand, for ICCsand ICC4
conditions under L1 model, researchers need lower sample sizes for L2, at least 25 for L2
and at least 100 for L3 to obtain relatively small relative bias values. ICC; has the lowest
ICC at L2 and highest ICC at L3 compared to the other ICCs examined in this study. The
conditions under L1 model for ICC requires sample size of at least 50 for L2 and at least

100 for L3 to obtain relatively small relative bias values.
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Under L1L2L3 model for ICC; conditions, researchers need a sample size of at
least 50 for L2 and at least 100 for L3 to obtain relatively small relative bias values. On
the other hand, ICCy, ICC3 and ICC4 under L1L2L3 model requires at least 75 for L2

and 150 for L3 to obtain relatively small relative bias values.

If the researchers are interested in absolute bias and RMSE values for L2 residual
covariance (oy,0y,) term, none of the sample sizes combinations examined in this study
provided acceptable absolute bias and RMSE values. However, as L2 and L3 sample
sizes increase, the absolute bias and RMSE values decrease. So researchers need sample

sizes larger than N 2=75 and N 3=150.

The absolute bias and RMSE values for L3 residual covariance terms
(Oug, Ousyr Ougy Ousyr Origy Oy 10 Oug O, » AN 0y, 0y, ) @re all very small and close to 0.
Consequently, if researchers are interested in absolute bias and RMSE values, this study
suggests that they can choose a sample size combination as small as 3/10/30 (Np1=3,
NL2=10, N13=30) to obtain relatively small absolute bias and RMSE values for L3

residual covariance terms (oy,, 0y, ,» Ouy, Ouyys Ouge Oy Ouge Ougyr AN Gy, Ty, ,)-

Oy, Ou,, Was the only L3 residual covariance term that did not have absolute bias
and RMSE values close to 0 under the examined conditions. If researchers are interested
in absolute bias and RMSE values, this study suggests that they need to choose a sample

size combination that is greater than 3/75/150 (NL1=3, N2=75, N3=150).

Generally, the relative bias values for all of the L3 residual covariance terms are
not within acceptable range, and they do not follow any particular pattern. This work

suggests that researchers who are interested in the relative bias values for the L3 residual
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covariance terms should exercise caution as the results might misguide their

interpretations.

Follow-up Analysis

It is an anomaly that for some of the estimated parameters such as yo10, the
calculated statistics (absolute bias, relative bias, and RMSE values) increase as L2 and L3
sample sizes increase. To better understand the issue, three different follow-up analyses
were conducted using L1L2 model and 50 replications. In the first follow-up analysis, the
L2 sample size was increased to 500, and L3 sample size increased to 750, providing
1,125,000 (3*500*750) data points to check whether increasing the sample size resulted
in a decrease in the calculated statistics. Unfortunately, it did not reduce the calculated
statistics. Next, given that some of the calculated statistics are sensitive to the magnitude
of the data generating parameter, the data generating value for yo10 was increased from
0.7330 to 1.7330. Again, it did not reduce the calculated statistics. Lastly, the total
variance in the models increased tenfold (from 40 to 400) to check whether the total
variance was a reason for the anomaly. Unfortunately, increasing the total variance did

not change the observed pattern in the calculated statistics.

At this point, it is unclear why increasing sample size results in increased relative
bias, absolute bias, or RMSE values for some parameters and not others. Hence further
explorations are warranted. Potential areas of explorations include the varying L1 sample
sizes and the correlation between the outcome variable, L2, and L3 predictors. The
typical L1 sample size (number of measurement occasions) of three, five, and ten has

been found in the literature for typical longitudinal designs (Kwok, West, & Green,
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2007). In this study, 3 was the only L1 sample size examined. This low sample size at L1
might offer a potential explanation for the anomaly. Another area of exploration involves
varying the strength of the relationship between the outcome variable (math achievement
score) and L2 predictor (average student reading score). The correlation between the
outcome variable and the L2 predictor was about 0.75. This very high correlation maybe
contributing to the anomaly. Consequently, exploration of alternative predictors may

result in differing findings.

Limitations and Need for Further Research

Although this simulation study was complex, it was not exhaustive with respect to
all relevant models, ICCs, and sample size choices. As a result, several limitations in this
study are identified, some of which are related to the software used, while others are
reflective of the design of the current study. For example, despite the vast usage of HLM
7 software in educational research, a major limitation of this modeling procedure is that
for three-level models, the only available estimation algorithm available in HLM7 is the
maximum likelihood algorithm (ML). ML estimates can be heavily biased for small
samples. In other words, the optimality properties of ML might not apply for small
sample sizes. As a result, one of the major limitations of the current study was the use of
ML to obtain parameter estimates as the only method. Thus, future researchers may
consider exploring the strengths and weaknesses of different estimation algorithms (e.g.,
restricted maximum likelihood, Bayesian, etc.) to produce unbiased or accurate parameter

estimates, especially under small sample size conditions.
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Additionally, the generalizability of the results to other settings that utilize three-
level longitudinal models might be limited since the data generating values in the current
study were obtained using a single large-scale educational dataset from North Carolina.
For example, the correlation between the outcome and L2 predictor in the North Carolina
data set was about 0.75 which might not be a typical correlation in an applied setting.
Furthermore. the dataset only included one cohort of students (i.e., grade three to five).
So, the results for the other grade levels might potentially differ. Additionally, the data
from North Carolina included different numbers of students per school which made it
unbalanced in nature. However, the current study was designed to be balanced whereby
only the conditions where the number of students per school was equal across different
conditions were examined. It is typical in applied studies to have unbalanced designs so
examining only the balanced design conditions also limits the generalizability of the

results.

As mentioned in the previous paragraph, using one set of data generating values
limits the generalizability of results since varying the data generating values might lead to
potentially different results. One potential solution to this issue is using standardized
coefficients to generate data. There are two ways to standardize predictors; (a) group-
level standardization (using each group's own mean and standard deviation) and (b)
overall standardization (grand mean and standard deviation). However, these two
standardization options and how they affect the interpretation has not yet been explored

in the literature. Consequently, this study did not use any standardization.
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Additionally, more time points at L1 would have been helpful in the parameter
estimates. However, since the educational studies mainly use three-time points at L1, this
study only focused on three-time points at L1. Future researchers might explore how
additional time points (five or ten) at L1 affect the parameter estimates and its relation to

sample size.

In the current study, five models were examined. However, none of the models
examined had more than one predictor at each level. Having more than one predictor at a
level might introduce within-level interactions and more cross-level interactions. Thus, it
increases the model complexity. Future researchers might explore how introducing more
than one predictor at each level affect the parameter estimates and its relation to sample

size.

It is also very common in applied studies to fix one or more residual variance
terms at L2 or L3 to zero, which eventually effects the model complexity. However,
those models were not examined in this study. Fixing the residual variance terms might
potentially impact the accuracy of parameter estimates. It is an area of exploration for

future research.

Guided by the previous simulation studies in two-level literature, this study only
used a maximum of one predictor at each level (total of three predictors). Examining
fewer number of predictors is another limitation. In applied studies researchers typically
have more predictors. For example, Subedi, Reese, and Powell (2015) used a total of 13

student level predictors and 2 teacher level predictors. Adding more predictors increases
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the number of estimated parameters and as a result increases model complexity. As

mentioned above, the within-level interactions were not examined in this study.

This study only focused on sample size estimation for accurate parameter
estimates and did not focus on obtaining specific power levels. Because of that, the
suggestions in this study only based on obtaining accurate parameter estimates. Although,
sample size estimation to obtain a specific power level has a different focus than accurate
parameter estimation, considering both during sample size planning likely would result in
better understanding of the effect that the researcher is interested in. In other words,
sample size estimation for power and parameter accuracy complement each other and

provides better explanations for the examined effect in focus.

The correct model was fit to the data generating model for each of the examined
models. In other words, no misspecification was introduced in this study. Introducing
misspecification potentially impacts the parameter estimates and standard errors. In turn,
it might affect the sample size choices. Future researchers might explore how introducing

misspecification affect the parameter estimates and its relation to sample size.

The discussion section was only limited to the available two-level sample size
studies since there were no available three-level studies. Further investigations of three-
level models may show whether the results hold true for distributions of the dependent

and predictor variables other than the ones explored in this study.

Lastly, the current study did not explore the impact of different missing data

mechanisms on the parameter estimates and the sample size suggestions. It is possible
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that different missing data mechanisms impact the parameter estimates and sample size

suggestions.

Conclusion

To date, this work is the first to investigate the sample size requirements for three-
level longitudinal models. The results indicate that sample size requirements for three-
level longitudinal models are tied to the parameters of interest, ICC, and model
complexity. However, the fixed effect intercepts parameters are estimated with highest
accuracy followed by fixed effects slope terms. The variance-covariance terms generally
required larger sample sizes than the ones examined in the current study. Given these
results, it is recommended that researchers need to identify the possible ICC levels
observed in literature and be clear about their research questions which in turn shapes

their model and the potential parameters of interest.
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TABLE OF ABSOLUTE BIAS VALUES
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Table Al.

Absolute Bias Values of ¥

Sample

Size* L1 Model L1L2 Model L1L2L3 Model

L2 L3 ICC1 ICC2 ICC3 ICC4 ICC1 ICC2 ICC3 ICC4 ICC1 ICC2 ICC3 ICcC4
10 30 027 023 025 025 025 023 024 027 028 024 025 025

25 3 017 015 015 o017 017 015 015 016 018 015 0.16 0.16
5 30 012 o011 011 012 014 010 010 011 o012 011 010 011
7 30 009 008 009 009 010 008 010 009 010 009 0.09 0.09

10 100 0.15 013 013 014 015 013 014 014 015 014 013 0.14
25 100 009 0.08 008 0.08 010 0.08 008 0.09 010 0.08 0.08 0.09
50 100 006 0.06 006 0.06 007 006 006 0.07 006 0.06 006 0.06
75 100 005 005 005 005 006 005 005 005 005 005 005 0.05

10 150 0.12 010 010 011 012 011 041 012 013 012 012 012
25 150 0.0 0.7 007 0.07 0.08 007 007 007 008 006 007 0.07
50 150 0.05 005 005 005 006 005 005 005 005 005 005 0.05
75 150 0.04 004 004 004 004 004 004 005 005 004 004 0.04

Sample L1L2 No L3 L1L2L3 No L3
Size* Covariance Model Covariance Model

L2 L3 ICC1I ICC2 ICC3 ICC4 ICCL ICC2 ICC3 ICC4
10 30 027 024 024 025 028 024 025 0.27
25 30 017 0415 015 016 018 016 0.15 0.16
50 30 011 010 011 011 0212 010 011 o021
75 30 009 009 009 010 010 0.08 0.09 0.09
10 100 014 013 014 015 014 013 015 0.15
25 100 009 008 009 009 009 008 0.09 0.09
50 100 007 006 006 006 007 006 0.06 0.06
75 100 006 005 005 005 005 004 0.05 0.05
10 150 012 011 011 011 012 0100 012 o0.12
25 150 0.08 007 007 008 008 006 0.07 0.07
50 150 005 005 005 006 005 005 0.05 0.05
75 150 005 004 004 005 004 004 004 0.04

Note. *L1 sample size is 3. ICCy, (ICCL1=0.5, ICC12=0.40, ICC3=0.10). ICC2 (ICCL1=0.5, ICC2=0.20, ICC3=0.30).
ICCs (ICCL1=0.5, ICC12=0.25, ICCL3=0.25). ICC4 (ICCL1=0.5, ICCL2=0.30, ICC13=0.20)
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Table A2.

Absolute Bias Values of ¥4,

Sample

Size* L1L2 Model L1L2L3 Model
L2 L3 ICC1 ICC2 ICC3 ICC4 ICC1 ICC2 ICC3 ICC4
10 30 0.043 0.041 0.044 0.044 0.031 0.028 0.030 0.028
25 30 0.038 0.040 0.039 0.038 0.018 0.017 0.018 0.017
50 30 0.042 0.038 0.042 0.041 0.013 0.010 0.013 0.013
75 30 0.048 0.046 0.048 0.044 0.010 0.009 0.010 0.010
10 100 0.039 0.039 0.040 0.042 0.017 0.015 0.015 0.017
25 100 0.048 0.044 0.045 0.044 0.010 0.009 0.010 0.010
50 100 0.059 0.060 0.058 0.058 0.007 0.006 0.007 0.006
75 100 0.071 0.071 0.069 0.071 0.006 0.005 0.005 0.006
10 150 0.041 0.043 0.042 0.042 0.013 0.012 0.012 0.013
25 150 0.051 0.053 0.056 0.051 0.008 0.007 0.007 0.008
50 150 0.069 0.070 0.069 0.071 0.006 0.005 0.005 0.006
75 150 0.084 0.081 0.085 0.082 0.005 0.004 0.004 0.004
Sample L1L2 No L3 L1L2L3 No L3
Size* Covariance Model Covariance Model
L2 L3 ICC1 ICC2 ICC3 Icc4 ICC1 ICC2 ICC3 ICCc4
10 30 0.044 0.041 0.040 0.042 0.031 0.027 0.029 0.030
25 30 0.040 0.036 0.038 0.039 0.019 0.016 0.018 0.017
50 30 0.041 0.041 0.042 0.044 0.015 0.012 0.011 0.012
75 30 0.047 0.049 0.046 0.046 0.011 0.010 0.010 0.010
10 100 0.040 0.040 0.039 0.041 0.016 0.015 0.015 0.016
25 100 0.047 0.050 0.049 0.048 0.011 0.010 0.009 0.010
50 100 0.059 0.058 0.064 0.059 0.007 0.006 0.006 0.007
75 100 0.071 0.069 0.072 0.067 0.006 0.005 0.005 0.006
10 150 0.042 0.046 0.041 0.040 0.014 0.012 0.013 0.014
25 150 0.054 0.052 0.053 0.056 0.009 0.007 0.007 0.008
50 150 0.069 0.067 0.067 0.067 0.006 0.005 0.006 0.006
75 150 0.080 0.080 0.082 0.083 0.005 0.004 0.004 0.004

Note. *L1 sample size is 3. ICCy, (ICC1=0.5, ICC,=0.40, ICC3=0.10). ICC, (ICC1=0.5,
ICC2=0.20, ICC3=0.30). ICC5 (ICC_1=0.5, ICC>=0.25, ICC5=0.25). ICC,4 (ICC1=0.5,

ICC2=0.30, ICC3=0.20)
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Table A3.

Absolute Bias Values of ¥4

Sample

Size* L1 Model L1L2 Model L1L2L3 Model

L2 L3 ICC1 1ICC2 ICC3 1ICC4 ICC1 ICC2 ICC3 ICC4 ICC1L ICC2 ICC3 ICC4
10 30 014 015 014 015 014 015 014 015 016 015 015 0.16
25 3 010 010 009 010 010 0.09 009 010 010 010 0.09 0.09
50 30 006 006 007 o0.07 007 007 007 007 007 0.07 0.07 0.07
75 30 005 005 005 005 006 005 006 006 006 005 006 0.06

10 100 0.09 008 008 0.08 008 008 008 0.08 008 009 0.08 0.09
25 100 005 005 005 005 005 005 005 005 005 005 005 0.05
50 100 004 0.03 004 004 004 004 004 004 004 004 004 0.04
75 100 0.03 003 003 003 003 003 003 003 003 003 003 0.03

10 150 0.7 006 007 006 007 006 007 006 0.07 007 0.07 0.07
25 150 0.04 004 004 004 004 004 004 004 004 004 004 0.04
50 150 0.03 003 003 003 003 003 003 003 003 003 003 0.03
75 150 002 0.02 002 003 002 002 002 003 003 003 002 0.03

Sample L1L2 No L3 L1L2L3 No L3
Size* Covariance Model Covariance Model

L2 L3 ICC1 ICC2 ICC3 ICC4 ICClL ICC2 ICC3 ICC4
10 30 014 015 015 015 016 015 0.16 0.16
25 30 010 009 0.09 010 009 0.10 0.09 0.09
50 30 0.06 007 007 007 007 007 0.06 0.06
75 30 005 005 006 006 006 005 0.06 0.05
10 100 009 009 0.08 008 008 0.08 0.08 0.09
25 100 005 005 005 005 005 005 0.05 0.05
50 100 004 004 004 003 004 004 004 0.04
75 100 003 003 0.03 003 003 003 0.03 0.03
10 150 0.07 006 007 007 007 006 0.07 0.07
25 150 004 004 004 005 005 0.04 004 004
50 150 003 003 0.03 003 003 003 0.03 0.03
75 150 002 003 003 003 003 003 0.03 0.02

Note. *L1 sample size is 3. ICCy, (ICCL1=0.5, ICC12=0.40, ICC3=0.10). ICC2 (ICCL1=0.5, ICC2=0.20, ICC3=0.30).
ICCs (ICCL1=0.5, ICC12=0.25, ICCL3=0.25). ICC4 (ICCL1=0.5, ICC2=0.30, ICC13=0.20)
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Table A4.

Absolute Bias Values of y;1¢

Sample

Size* L1L2 Model L1L2L3 Model
L2 L3 ICC1 ICC2 ICC3 Icc4 ICC1 ICC2 ICC3 Icc4
10 30 0.018 0.018 0.018 0.018 0.018 0.018 0.018 0.016
25 30 0.012 0.012 0.011 0.011 0.011 0.011 0.011 0.010
50 30 0.008 0.008 0.008 0.008 0.007 0.007 0.008 0.007
75 30 0.008 0.007 0.007 0.007 0.006 0.006 0.006 0.006
10 100 0.011 0.010 0.011 0.010 0.010 0.009 0.009 0.010
25 100 0.007 0.007 0.007 0.007 0.006 0.006 0.006 0.006
50 100 0.006 0.006 0.006 0.006 0.004 0.004 0.004 0.004
75 100 0.005 0.005 0.005 0.005 0.003 0.003 0.003 0.003
10 150 0.009 0.009 0.009 0.009 0.008 0.008 0.007 0.008
25 150 0.006 0.007 0.007 0.006 0.005 0.005 0.004 0.005
50 150 0.005 0.005 0.005 0.005 0.003 0.003 0.003 0.003
75 150 0.004 0.004 0.004 0.004 0.003 0.003 0.003 0.003
Sample L1L2 No L3 L1L2L3 No L3
Size* Covariance Model Covariance Model
L2 L3 ICC1 ICC2 ICC3 Icc4 ICC1 ICC2 ICC3 Icc4
10 30 0.018 0.019 0.018 0.018 0.019 0.017 0.019 0.018
25 30 0.012 0.011 0.011 0.012 0.011 0.011 0.011 0.010
50 30 0.008 0.008 0.008 0.008 0.008 0.008 0.008 0.007
75 30 0.007 0.007 0.007 0.007 0.006 0.006 0.006 0.006
10 100 0.010 0.010 0.010 0.011 0.009 0.010 0.010 0.009
25 100 0.007 0.007 0.007 0.007 0.006 0.006 0.006 0.006
50 100 0.006 0.005 0.006 0.005 0.004 0.004 0.004 0.004
75 100 0.005 0.005 0.005 0.005 0.003 0.003 0.003 0.003
10 150 0.009 0.009 0.009 0.009 0.008 0.008 0.008 0.008
25 150 0.006 0.006 0.006 0.006 0.005 0.005 0.005 0.005
50 150 0.006 0.005 0.005 0.005 0.003 0.003 0.003 0.003
75 150 0.004 0.004 0.004 0.004 0.003 0.003 0.003 0.003

Note. *L1 sample size is 3. ICCy, (ICC1=0.5, ICC»=0.40, ICC3=0.10). ICC, (ICC1=0.5,
ICC2=0.20, ICC3=0.30). ICC5 (ICC_1=0.5, ICC>=0.25, ICC5=0.25). ICC,4 (ICC1=0.5,

ICC2=0.30, ICC5=0.20)
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Table A5.

Absolute Bias Values of yo1

Sample L1L2L3
Sizg* L1123 Model No L3 Covariance Model
L2 L3 ICC1 ICC2 ICC3 Icc4 ICC1 ICC2 ICC3 Icc4
10 30 0.13 0.17 0.17 0.15 0.14 0.18 0.16 0.15
25 30 0.17 0.26 0.23 0.21 0.17 0.23 0.23 0.23
50 30 0.21 0.34 0.32 0.29 0.23 0.37 0.33 0.31
7 30 0.26 0.40 0.39 0.34 0.24 0.39 0.38 0.38
10 100 0.07 0.09 0.09 0.08 0.07 0.10 0.09 0.07
25 100 0.09 0.13 0.13 0.12 0.09 0.13 0.12 0.11
50 100 0.12 0.19 0.16 0.15 0.11 0.18 0.18 0.15
75 100 0.13 0.23 0.19 0.18 0.14 0.22 0.20 0.19
10 150 0.05 0.07 0.07 0.06 0.06 0.08 0.07 0.07
25 150 0.08 0.11 0.10 0.09 0.07 0.11 0.10 0.10
50 150 0.09 0.15 0.14 0.12 0.09 0.15 0.14 0.13
75 150 0.12 0.18 0.17 0.14 0.11 0.18 0.17 0.14

Note. *L1 sample size is 3. ICCy, (ICC1=0.5, ICC2=0.40, ICC3=0.10). ICC; (ICC1=0.5,
ICC2=0.20, ICC_3=0.30). ICCs (ICC.1=0.5, ICC»=0.25, ICC_3=0.25). ICC4 (ICC_1=0.5,

ICCL2=0.30, ICC3=0.20)
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Table AG.

Absolute Bias Values of ¥

ngr;gie L1123 Model No L3 Ct\%::l_r?::l_nie Model

L2 L3 ICC1 ICC2 ICC3 Icc4 ICC1 ICC2 ICC3 Icc4
10 30 0.011 0.012 0.011 0.011 0.010 0.011 0.011 0.011
25 30 0.012 0.012 0.012 0.012 0.011 0.012 0.013 0.012
50 30 0.013 0.015 0.014 0.014 0.013 0.014 0.015 0.013
75 30 0.013 0.016 0.016 0.015 0.013 0.017 0.015 0.016
10 100 0.006 0.005 0.006 0.006 0.006 0.006 0.005 0.006
25 100 0.006 0.007 0.007 0.006 0.006 0.006 0.007 0.007
50 100 0.007 0.008 0.008 0.007 0.007 0.008 0.008 0.007
75 100 0.007 0.009 0.008 0.008 0.007 0.009 0.009 0.008
10 150 0.005 0.005 0.005 0.005 0.005 0.005 0.005 0.004
25 150 0.005 0.005 0.006 0.005 0.005 0.005 0.005 0.005
50 150 0.006 0.006 0.006 0.006 0.005 0.006 0.006 0.006
75 150 0.006 0.008 0.007 0.006 0.006 0.007 0.007 0.007

Note. *L1 sample size is 3. ICCy, (ICC1=0.5, ICC2=0.40, ICC3=0.10). ICC, (ICC.1=0.5,
ICC2=0.20, ICC3=0.30). ICCs (ICC.1=0.5, ICC=0.25, ICC_3=0.25). ICC4 (ICC_1=0.5,

ICCL2=0.30, ICC3=0.20)
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Table A7.

Absolute Bias Values of y11

mpl LiL2L
Sgizg*e L1L.21.3 Model No L3 Covarian:i:e Model
L2 L3 ICC1 ICC2 ICC3 Icc4 ICC1 ICC2 ICC3 ICC4
10 30 0.08 013 0.11 0.11 0.09 012 0.2 0.10
25 30 0.11 0.17 0.16 0.15 0.11 0.18 0.16 0.16
50 30 0.15 025 0.21 0.19 015 025 0.21 0.22
75 30 0.18 0.30 0.27 0.24 018 029 026 024
10 100 0.04 0.07 0.06 0.05 0.04 006 006 0.05
25 100 0.06 0.09 0.08 0.08 0.06 0.09 0.09 0.08
50 100 0.08 0.13 0.12 0.11 0.08 013 0.2 0.11
75 100 0.09 0.17 0.15 0.13 0.10 0.7 014 0.13
10 150 0.03 005 0.05 0.05 0.04 005 005 0.05
25 150 0.05 0.08 0.07 0.07 0.05 0.08 0.07 0.07
50 150 0.06 0.10 0.10 0.09 0.06 010 010 0.09
75 150 0.08 0.13 0.12 0.10 0.08 013 0.2 0.10

Note. *L1 sample size is 3. L1 sample size is 3. ICCy, (ICC.1=0.5, ICC,=0.40,
ICC15=0.10). ICC; (ICC1=0.5, ICC»=0.20, ICC3=0.30). ICC; (ICC_1=0.5, ICC>=0.25,

ICC3=0.25). ICC4 (ICC1=0.5, ICC>=0.30, ICC3=0.20)
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Table AS.

Absolute Bias Values of ¥4

Sample L1L2L3
Sizg* L1123 Model No L3 Covariance Model
L2 L3 ICC1 ICC2 ICC3 ICC4 ICC1 ICC2 ICC3 IcCc4
10 30 0.006 0.008 0.007 0.007 0.006 0.007 0.007 0.007
25 30 0.007 0.008 0.008 0.007 0.007 0.008 0.007 0.007
50 30 0.007 0.010 0.009 0.009 0.007 0.009 0.009 0.008
75 30 0.008 0.011 0.010 0.009 0.008 0.011 0.010 0.009
10 100 0.003 0.004 0.004 0.003 0.003 0.004 0.004 0.003
25 100 0.004 0.004 0.004 0.004 0.003 0.004 0.004 0.004
50 100 0.004 0.005 0.005 0.005 0.004 0.005 0.005 0.005
75 100 0.004 0.005 0.005 0.005 0.004 0.006 0.005 0.005
10 150 0.003 0.003 0.003 0.003 0.002 0.003 0.003 0.003
25 150 0.003 0.004 0.003 0.003 0.003 0.003 0.003 0.003
50 150 0.003 0.004 0.004 0.004 0.003 0.004 0.004 0.004
75 150 0.003 0.005 0.004 0.004 0.003 0.005 0.004 0.004

Note. *L1 sample size is 3. L1 sample size is 3. ICCy, (ICC1=0.5, ICC2=0.40, ICC5=0.10).
ICC, (ICC1=0.5, ICC2=0.20, ICC3=0.30). ICC;s (ICC1=0.5, ICC»=0.25, ICC3=0.25). ICC4
(ICC11=0.5, ICC»=0.30, ICC3=0.20)
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Table A9.

Absolute Bias Values of 62

Sample

Size* L1 Model L1L2 Model L1L2L3 Model

L2 L3 ICC1 ICC2 ICC3 ICC4 ICC1 ICC2 ICC3 ICC4 ICC1 ICC2 ICC3 ICC4

10 30 106 117 115 113 115 112 119 116 115 108 113 107
25 30 074 o067 072 070 073 073 071 068 071 068 072 0.70
5 30 052 049 053 052 049 052 05 051 052 054 051 052
75 30 044 042 040 041 040 040 039 041 044 042 042 043

10 100 0.62 058 061 063 066 062 060 063 065 061 062 0.62
25 100 040 038 038 041 039 039 041 041 041 042 040 038
50 100 030 028 030 028 029 030 030 031 032 029 028 0.30
75 100 025 024 023 022 024 023 024 025 024 024 025 024

10 150 052 050 053 052 051 052 052 049 051 048 049 0.0
25 150 032 031 032 033 03 032 03 033 035 034 033 034
50 150 023 024 025 025 024 023 024 024 025 023 026 0.23
75 150 022 019 021 020 021 020 020 020 022 020 020 0.20

Sample L1L2 No L3 L1L2L3 No L3
Size* Covariance Model Covariance Model

L2 L3 ICC1 ICC2 ICC3 ICC4 ICCl ICC2 ICC3 Icc4
10 30 107 110 115 118 115 105 111 116
25 30 070 071 071 072 076 068 0.68 0.69
50 30 048 049 051 050 051 050 051 053
75 30 042 042 041 043 042 041 042 0.39
10 100 060 064 059 061 065 056 068 0.61
25 100 041 042 040 043 042 040 040 0.40
50 100 028 030 030 029 028 028 027 0.28
75 100 025 023 024 024 023 023 025 024
10 150 052 053 050 049 052 053 049 048
25 150 032 03 03 034 034 034 034 037
50 150 025 024 025 024 024 025 024 0.26
75 150 021 020 021 020 019 019 021 0.19

Note. * L1 sample size is 3. ICCy, (ICCL1=0.5, ICC2=0.40, ICC13=0.10). ICC2 (ICCL1=0.5, ICC2=0.20,
ICC13=0.30). ICC3 (ICCL1=0.5, ICC12=0.25, ICC3=0.25). ICC4 (ICCL1=0.5, ICC2=0.30, ICC13=0.20)
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Table A10.

Absolute Bias Values of o7

Sample
Size*
L2 L3 ICC1 ICC2 ICC3 ICC4 ICCl1 ICC2 ICC3 ICC4 ICCl ICC2 ICC3 IcCc4
10 30 232 18 188 215 279 236 264 273 219 173 196 187
25 30 149 107 121 129 283 271 276 287 138 109 121 130
50 30 1.04 084 084 08 406 312 399 425 099 085 088 0.92
75 30 083 067 067 075 635 574 614 528 082 069 073 074

L1 Model L1L2 Model L1L2L3 Model

10 100 133 102 109 118 376 318 340 349 123 103 112 115
25 100 084 065 067 076 6.08 474 528 490 081 061 068 0.69
50 100 057 048 047 050 979 1033 967 956 056 047 053 054
75 100 046 039 039 043 1417 1422 1378 1417 046 038 041 042

10 150 1.04 08 093 09 376 453 418 472 1.07 084 087 094
25 150 067 053 05 060 783 808 879 742 069 053 060 0.60
50 150 048 038 039 043 1365 1383 1362 1400 048 038 043 043
75 150 039 031 035 034 1830 17.76 1928 1813 040 032 033 0.36

Sample L1L2 No L3 L1L2L3 No L3
Size* Covariance Model Covariance Model
L2 L3 ICC1 ICC2 ICC3 ICC4 ICCl ICC2 ICC3 IcCcC4
10 30 321 247 244 272 231 180 194 2.08
25 30 3.18 2.08 2.52 2.84 144 108 122 127
50 30 352 339 416 476 098 088 085 0.89
75 30 6.13 6.07 580 564 081 066 068 0.72
10 100 3.09 3.65 3.08 3.31 128 104 117 110
25 100 5.99 6.61 6.45 6.01 082 064 067 0.76
50 100 998 9.61 1165 1029 055 044 046 0.50
75 100 1411 1374 1485 1321 045 037 041 042
10 150 4.43 4.87 3.80 3.62 104 082 083 0.92
25 150 8.27 7.99 8.02 9.17 066 053 056 057
50 150 1357 1284 1288 1311 048 038 040 043
75 150 1698 1741 1840 1888 036 031 032 0.36

Note. * L1 sample size is 3. ICCy, (ICCL1=0.5, ICC2=0.40, ICC13=0.10). ICC2 (ICCL1=0.5, ICC2=0.20, ICC3=0.30).
ICCs (ICCL1=0.5, ICC12=0.25, ICCL3=0.25). ICC4 (ICCL1=0.5, ICC2=0.30, ICC13=0.20)

179



Table Al1.

Absolute Bias Values of o7

Sample

Size* L1 Model L1L2 Model L1L2L3 Model
L2 L3 ICC1 ICC2 ICC3 ICC4 ICC1L ICC2 ICC3 ICC4 ICC1 ICC2 ICC3 ICC4
10 30 057 054 051 052 045 051 052 050 047 045 046 044
25 30 043 032 036 037 039 033 036 037 039 034 034 0.36
50 30 030 027 028 029 028 028 031 030 030 027 029 0.30
75 30 026 022 025 025 027 023 025 024 026 022 028 025
10 100 038 031 033 035 035 030 031 033 035 028 033 033
25 100 027 024 022 024 026 023 024 023 024 020 023 0.23
50 100 019 016 018 019 020 021 020 021 020 0.17 018 0.19
75 100 017 014 015 015 0218 019 0219 017 017 014 015 0.16
10 150 031 026 029 029 030 025 029 028 030 028 025 0.28
25 150 021 018 020 020 023 022 023 022 024 020 020 0.22
50 150 0.6 015 015 016 018 018 0.19 018 017 0.15 015 0.16
75 150 014 012 013 013 016 019 019 018 015 0.12 013 0.3
Sample L1L2 No L3 L1L2L3 No L3
Size* Covariance Model Covariance Model

L2 L3 ICC1 ICC2 ICC3 ICC4 ICCl ICC2 ICC3 ICC4
10 30 048 049 051 051 056 052 052 054
25 30 038 040 034 036 038 033 033 036
50 30 029 026 027 028 031 024 025 028
75 30 024 025 022 024 024 021 022 023
10 100 033 033 033 031 032 028 035 030
25 100 025 026 026 024 024 024 023 025
50 100 018 019 019 020 018 0.17 0.16 0.16
75 100 0.16 018 018 018 014 012 014 0.15
10 150 030 030 030 029 029 029 025 025
25 150 020 023 025 024 022 022 021 021
50 150 0.17 019 018 018 015 015 0.15 0.16
75 150 015 018 017 018 012 012 013 0.12

Note. * L1 sample size is 3. ICCy, (ICCL1=0.5, ICC(2=0.40, ICC13=0.10). ICC2 (ICCL1=0.5, ICC2=0.20,

ICC13=0.30). ICC3 (ICCL1=0.5, ICC12=0.25, ICC3=0.25). ICC4 (ICCL1=0.5, ICC2=0.30, ICC13=0.20)
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Table A12.

Absolute Bias Values of a7,

Sample

Size* L1 Model L1L2 Model L1L2L3 Model

L2 L3 ICC1 ICC2 ICC3 ICC4 ICC1L ICC2 ICC3 ICC4 ICCL ICC2 ICC3 ICC4

10 30 100 137 128 131 099 169 162 140 098 181 167 142
25 30 067 08 084 077 071 310 204 164 073 288 218 151
5 30 042 059 05 050 079 513 394 267 078 554 426 283
75 30 034 053 047 045 102 500 408 319 112 59 486 3.63

10 100 062 076 077 072 073 156 126 131 073 138 131 122
25 100 033 048 046 042 084 493 373 254 082 565 424 296
50 100 023 031 031 028 127 472 404 323 168 680 560 444
75 100 018 026 025 023 123 384 331 260 209 6.82 567 452

10 150 053 065 05 05 071 157 143 117 072 162 130 1.30
25 150 027 037 036 032 09 479 374 272 108 628 484 3.39
50 150 0.19 027 026 024 122 403 343 267 201 7.00 582 461
75 150 014 021 021 018 103 312 235 206 226 7.03 584 4.66

Sample L1L2 No L3 L1L2L3 No L3
Size* Covariance Model Covariance Model

L2 L3 ICC1 ICC2 ICC3 ICC4 ICCl ICC2 ICC3 IcCC4
10 30 1.02 187 164 139 1.02 207 162 134
25 30 080 394 28 190 075 384 287 195
50 30 099 530 4.04 285 090 562 440 3.20
75 30 124 507 421 324 134 593 490 3.78
10 100 071 291 206 155 074 29 222 1.67
25 100 105 532 410 320 114 631 504 357
50 100 13 492 371 313 184 680 562 447
75 100 128 462 343 281 213 6.82 567 452
10 150 077 343 263 181 072 384 281 1.83
25 150 115 526 426 316 134 6.82 559 419
50 150 130 431 357 282 212 7.01 582 463
75 150 112 383 290 205 229 7.02 584 4.66

Note. * L1 sample size is 3. ICCy, (ICCL1=0.5, ICC(2=0.40, ICC13=0.10). ICC2 (ICCL1=0.5, ICC2=0.20,
ICC13=0.30). ICC3 (ICCL1=0.5, ICC2=0.25, ICC3=0.25). ICC4 (ICCL1=0.5, ICC2=0.30, ICC13=0.20)
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Table A13.

Absolute Bias Values of o7,

Sample
Size*

L1L2 Model

L1L2L3 Model

L2 L3

ICC1 ICC2 ICC3 ICC4

ICC1 ICC2 ICC3 ICC4

10 30
25 30
50 30
75 30

10 100
25 100
50 100
75 100

10 150
25 150
50 150
75 150

0.007 0.006 0.007 0.007
0.003 0.004 0.004 0.003
0.002 0.005 0.004 0.003
0.001 0.006 0.005 0.003

0.004 0.004 0.004 0.004
0.001 0.006 0.004 0.003
0.002 0.006 0.005 0.004
0.002 0.006 0.005 0.004

0.003 0.004 0.004 0.003
0.001 0.006 0.005 0.003
0.002 0.006 0.005 0.004
0.002 0.006 0.004 0.003

0.005 0.006 0.006 0.006
0.002 0.004 0.003 0.003
0.002 0.006 0.004 0.003
0.001 0.006 0.005 0.004

0.003 0.004 0.004 0.003
0.001 0.006 0.004 0.003
0.002 0.007 0.006 0.005
0.002 0.008 0.006 0.005

0.002 0.004 0.003 0.003
0.001 0.007 0.005 0.003
0.002 0.008 0.006 0.005
0.002 0.008 0.007 0.005

Sample
Size*

L1L2 No L3
Covariance Model

L1L2L3 No L3
Covariance Model

L2 L3

ICC1 ICC2 ICC3 ICC4

ICC1 ICC2 ICC3 ICC4

10 30
25 30
50 30
75 30

10 100
25 100
50 100
75 100

10 150
25 150
50 150
75 150

0.005 0.006 0.006 0.006
0.003 0.004 0.003 0.003
0.001 0.005 0.004 0.003
0.001 0.006 0.005 0.004

0.003 0.004 0.004 0.003
0.001 0.007 0.005 0.004
0.002 0.008 0.006 0.005
0.002 0.008 0.006 0.005

0.003 0.005 0.004 0.003
0.002 0.007 0.006 0.004
0.002 0.008 0.007 0.005
0.003 0.008 0.007 0.005

0.004 0.005 0.005 0.005
0.002 0.004 0.003 0.002
0.001 0.006 0.004 0.003
0.001 0.006 0.005 0.004

0.003 0.004 0.003 0.003
0.001 0.006 0.005 0.003
0.002 0.007 0.006 0.005
0.002 0.008 0.006 0.005

0.002 0.004 0.003 0.003
0.001 0.007 0.005 0.004
0.002 0.008 0.006 0.005
0.002 0.008 0.007 0.005

Note. *L1 sample size is 3. ICCy, (ICC1=0.5, ICC»=0.40, ICC3=0.10). ICC;
(ICCL1=0.5, ICC»=0.20, ICC3=0.30). ICC3 (ICC.1=0.5, ICC>=0.25,
ICC5=0.25). ICC,4 (ICC1=0.5, ICC,=0.30, ICC5=0.20)



Table Al4.

Absolute Bias Values of a7,

Sample

Size* L1 Model L1L2 Model L1L2L 3 Model

L2 L3 ICC1 1ICC2 ICC3 ICC4 ICC1 ICC2 ICC3 ICC4 ICC1L ICC2 ICC3 ICc4

10 30 040 066 061 053 040 078 069 060 042 08 070 0.60
25 30 025 041 037 033 028 154 098 079 032 144 108 0.72
50 30 016 028 027 022 037 258 198 133 037 281 216 143
75 30 013 024 021 020 048 252 204 160 056 3.02 246 1.85

10 100 022 033 032 028 030 070 057 054 031 066 059 057
25 100 013 022 019 019 039 247 186 126 039 285 215 151
50 100 009 015 014 012 062 236 201 161 08 344 283 226
75 100 0.07 012 011 010 059 190 164 128 107 345 287 229

10 150 019 027 025 023 030 075 067 053 030 078 063 0.63
25 150 010 018 015 015 046 238 187 135 053 317 245 172
50 150 0.07 012 011 010 060 200 170 132 102 354 294 234
75 150 006 010 009 0.08 049 155 115 101 115 355 295 236

Sample L1L2 No L3 L1L2L3 No L3
Size* Covariance Model Covariance Model

L2 L3 ICC1 ICC2 ICC3 ICC4 ICCl ICC2 ICC3 IcCC4
10 30 038 091 072 059 038 098 079 0.63
25 30 034 197 143 094 032 193 145 0.99
50 30 048 267 204 143 044 284 223 164
75 30 061 254 211 163 068 3.00 248 192
10 100 030 145 100 073 031 149 111 o081
25 100 050 267 205 160 057 320 256 1.82
50 100 066 245 184 156 094 343 285 227
75 100 062 231 170 140 109 344 287 229
10 150 033 171 130 086 033 193 142 0.90
25 150 055 263 213 157 067 345 283 213
50 150 063 214 177 140 108 354 294 235
75 150 054 190 143 100 116 355 295 236

Note. * L1 sample size is 3. ICCy, (ICCL1=0.5, ICC(2=0.40, ICC13=0.10). ICC2 (ICCL1=0.5, ICC2=0.20,
ICC13=0.30). ICC3 (ICCL1=0.5, ICC2=0.25, ICC13=0.25). ICC4 (ICCL1=0.5, ICC2=0.30, ICC13=0.20)
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Table A15.

Absolute Bias Values of a7

Sample
Size*

L1L2 Model

L1L2L3 Model

L2 L3

ICC1 ICC2 ICC3 ICC4

ICC1 ICC2 ICC3 ICC4

10 30
25 30
50 30
75 30

10 100
25 100
50 100
75 100

10 150
25 150
50 150
75 150

0.002 0.003 0.002 0.002
0.001 0.002 0.001 0.001
0.001 0.002 0.002 0.001
0.001 0.002 0.002 0.001

0.001 0.002 0.002 0.001
0.001 0.002 0.002 0.001
0.001 0.002 0.002 0.002
0.001 0.002 0.002 0.002

0.001 0.002 0.001 0.001
0.001 0.002 0.002 0.001
0.001 0.002 0.002 0.002
0.001 0.002 0.002 0.001

0.002 0.002 0.002 0.002
0.001 0.002 0.001 0.001
0.001 0.002 0.002 0.001
0.001 0.002 0.002 0.001

0.001 0.002 0.001 0.001
0.001 0.002 0.002 0.001
0.001 0.003 0.002 0.002
0.001 0.003 0.002 0.002

0.001 0.001 0.001 0.001
0.001 0.003 0.002 0.001
0.001 0.003 0.002 0.002
0.001 0.003 0.003 0.002

Sample
Size*

L1L2 No L3
Covariance Model

L1L2L3 No L3
Covariance Model

L2 L3

ICC1 ICC2 ICC3 ICC4

ICC1 ICC2 ICC3 ICC4

10 30
25 30
50 30
75 30

10 100
25 100
50 100
75 100

10 150
25 150
50 150
75 150

0.002 0.003 0.002 0.002
0.001 0.001 0.001 o0.001
0.001 0.002 0.002 0.001
0.001 0.002 0.002 0.001

0.001 0.001 0.001 o0.001
0.001 0.002 0.002 0.001
0.001 0.002 0.002 0.002
0.001 0.002 0.002 0.001

0.001 0.002 0.001 0.001
0.001 0.002 0.002 0.001
0.001 0.002 0.002 0.002
0.001 0.002 0.002 0.001

0.001 0.002 0.002 0.002
0.001 0.002 0.001 0.001
0.001 0.002 0.002 0.001
0.001 0.002 0.002 0.001

0.001 0.001 0.001 0.001
0.000 0.002 0.002 0.001
0.001 0.003 0.002 0.002
0.001 0.003 0.002 0.002

0.001 0.001 0.001 0.001
0.001 0.003 0.002 0.002
0.001 0.003 0.002 0.002
0.001 0.003 0.003 0.002

Note. *L1 sample size is 3. ICCy, (ICC1=0.5, ICC»=0.40, ICC3=0.10). ICC;
(|CC|_1=O.5, |CC|_2=O.20, |CC|_3=0.30). |CC3 (|CC|_1=0.5, |CC|_2=0.25,
ICC13=0.25). ICC4 (ICC1=0.5, ICC»=0.30, ICC3=0.20).



Table Al6.

Absolute Bias Values of oy,

Sample

Size* L1 Model L1L2 Model L1L2L3 Model

L2 L3 ICC1 ICC2 ICC3 ICC4 ICC1L ICC2 ICC3 ICC4 ICC1L ICC2 ICC3 ICC4

10 30 09% 089 087 093 08 08 091 093 09 08 086 0.85
25 30 063 053 058 059 064 056 059 064 059 05 055 0.58
50 30 046 041 041 041 049 046 049 049 045 042 043 044
75 30 038 034 034 035 043 043 044 043 037 034 037 035

10 100 061 051 051 057 060 054 055 055 052 048 053 051
25 100 038 034 031 036 042 039 041 039 035 029 034 032
50 100 0.27 024 024 025 042 043 042 041 027 023 026 0.26
75 100 022 020 020 021 043 047 046 044 022 019 020 021

10 150 046 041 046 045 051 047 048 049 047 043 040 045
25 150 032 028 028 028 039 043 044 040 032 028 029 0.29
50 150 022 020 021 022 040 044 045 043 023 020 021 0.22
75 150 019 016 018 018 045 052 053 051 019 016 017 0.8

Sample L1L2 No L3 L1L2L3 No L3
Size* Covariance Model Covariance Model

L2 L3 ICC1 ICC2 ICC3 ICC4 ICClL ICC2 ICC3 ICC4
10 30 095 083 087 090 09 084 0.84 0.90
25 30 063 059 057 059 060 052 058 0.58
50 30 047 041 043 045 047 038 040 042
75 30 043 040 038 041 035 032 033 034
10 100 058 052 055 055 054 050 054 049
25 100 042 039 041 039 036 031 034 037
50 100 037 033 037 03 024 023 022 024
75 100 038 036 038 037 021 018 020 0.21
10 150 050 045 048 046 045 041 039 042
25 150 038 037 039 041 030 027 029 0.29
50 150 038 03 03 036 022 019 020 0.23
75 150 040 040 040 043 017 015 017 0.17

Note. * L1 sample size is 3. ICCy, (ICCL1=0.5, ICC(2=0.40, ICC13=0.10). ICC2 (ICCL1=0.5, ICC2=0.20,
ICC13=0.30). ICC3 (ICCL1=0.5, ICC12=0.25, ICC13=0.25). ICC4 (ICCL1=0.5, ICC2=0.30, ICC13=0.20)
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Table Al7.

Absolute Bias Values of a4,

Sg:‘;gie L1L2 Model L1L2L3 Model

L2 L3 ICCI ICC2 ICC3 ICC4  ICCl ICC2 ICC3 ICC4
10 30 0.06 010 010 0.9 006 010 009 0.8
25 30 0.04 012 009 008 004 011 009 007
50 30 0.04 017 014 0.10 004 017 014 0.0
75 30 005 016 014 011 004 018 015 012
10 100 0.04 007 007 007 004 006 006 0.06
25 100 0.04 013 011 0.08 003 014 011 0.08
50 100 004 012 011 0.09 005 016 013 011
75 100 0.04 010 009 0.07 005 015 013 0.0
10 150 0.04 007 006 005 004 006 005 0.05
25 150 0.04 012 010 0.08 004 014 011 008
50 150 0.04 010 009 0.07 005 015 013 0.0
75 150 0.03 008 006 0.06 005 015 012 0.0

Note. *L1 sample size is 3. ICCy, (ICC1=0.5, ICC>=0.40, ICC3=0.10). ICC>
(ICCL1=0.5, ICC2=0.20, ICC3=0.30). ICC3 (ICC.1=0.5, ICC2=0.25,
ICCL3=0.25). ICC4 (ICCL1=0.5, ICC2=0.30, ICC3=0.20).
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Table A18.

Absolute Bias Values of a4,

Sample

Size* L1 Model L1L2 Model L1L2L 3 Model

L L3 ICC ICC ICC ICC ICC ICC ICC ICC ICC ICC ICC ICC
2 1 2 3 4 1 2 3 4 1 2 3 4

10 30 064 112 097 0.86 055 102 094 o081 052 114 091 0.79
25 30 041 096 0.83 0.69 040 231 146 120 043 208 156 1.01
50 30 034 094 0.78 0.62 055 388 300 201 053 411 320 210
75 30 032 090 0.78 0.63 0.76 374 3.05 240 0.83 440 359 270
10 100 042 090 0.75 0.64 040 088 0.73 0.74 042 081 075 0.74
25 100 029 085 0.71 0.58 050 290 220 151 050 331 251 1.79
50 100 0.29 0.87 0.73 0.59 075 271 234 188 1.02 392 325 260
75 100 029 086 0.72 0.58 071 219 189 149 124 391 326 261
10 150 0.35 0.87 0.73 0.59 041 088 0.80 0.66 042 093 0.74 0.76
25 150 031 087 0.72 058 055 262 207 151 0.63 346 268 1091
50 150 028 087 072 057 0.68 217 18 145 114 380 317 253
75 150 0.28 0.85 0.71 0.56 056 168 126 1.11 126 379 316 253

Note. *L1 sample size is 3. ICCy, (ICCL1=0.5, ICCL2=0.40, ICC3=0.10). ICC2 (ICCL1=0.5, ICC2=0.20,
ICCL3=0.30). ICC3 (ICCL1=0.5, ICCL2=0.25, ICC13=0.25). ICC4 (ICCL1=0.5, ICCL2=0.30, ICCL3=0.20)
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Table A19.

Absolute Bias Values of o, y,,,

Sample Size* L1L2 Model L1L2L3 Model

L2 L3 ICC1 ICC2 ICC3 ICC4 ICC1 ICC2 ICC3 ICC4
10 30 0.037 0.058 0.054 0.051 0.031 0.053 0.049 0.048
25 30 0.022 0.039 0.036 0.031 0.020 0.034 0.032 0.027
50 30 0.017 0.031 0.028 0.024 0.014 0.027 0.024 0.020
75 30 0.014 0.028 0.025 0.021 0.012 0.024 0.021 0.018
10 100 0.024 0.033 0.035 0.031 0.022 0.031 0.029 0.027
25 100 0.014 0.020 0.019 0.019 0.012 0.016 0.015 0.015
50 100 0.010 0.016 0.014 0.013 0.007 0.010 0.009 0.009
75 100 0.009 0.015 0.012 0.011 0.005 0.008 0.007 0.007
10 150 0.021 0.031 0.029 0.027 0.018 0.025 0.022 0.022
25 150 0.013 0.017 0.016 0.015 0.010 0.011 0.011 o0.011
50 150 0.009 0.014 0.012 0.011 0.005 0.006 0.006 0.006
75 150 0.007 0.012 0.011 0.010 0.004 0.004 0.004 0.004

Note. *L1 sample size is 3. ICCy, (ICC1=0.5, ICC»=0.40, ICC3=0.10). ICC>
(ICCL1=0.5, ICC2=0.20, ICC3=0.30). ICC3 (ICCL1=0.5, ICC2=0.25, ICC3=0.25).
ICC4 (ICCL1=0.5, ICC2=0.30, ICC3=0.20)
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Table A20.

Absolute Bias Values of o, 4,

Sample Size* L1L2 Model L1L2L3 Model

L2 L3 ICC1 ICC2 ICC3 ICC4 ICC1 ICC2 ICC3 ICC4
10 30 0.043 0.064 0.058 0.055 0.040 0.059 0.056 0.053
25 30 0.025 0.023 0.029 0.028 0.023 0.025 0.024 0.026
50 30 0.015 0.017 0.015 0.015 0.013 0.018 0.013 0.012
75 30 0.011 0.021 0.017 0.013 0.008 0.021 0.016 0.011
10 100 0.027 0.034 0.033 0.029 0.023 0.031 0.030 0.025
25 100 0.012 0.029 0.026 0.018 0.011 0.029 0.022 0.016
50 100 0.010 0.033 0.028 0.021 0.008 0.037 0.029 0.022
75 100 0.012 0.030 0.026 0.021 0.009 0.038 0.031 0.024
10 150 0.022 0.031 0.027 0.026 0.018 0.027 0.024 0.022
25 150 0.013 0.033 0.027 0.022 0.009 0.035 0.026 0.019
50 150 0.013 0.033 0.028 0.022 0.010 0.041 0.033 0.025
75 150 0.012 0.030 0.024 0.021 0.012 0.043 0.035 0.027

Note. *L1 sample size is 3. ICCy, (ICC1=0.5, ICC»=0.40, ICC3=0.10). ICC>
(ICCL1=0.5, ICC2=0.20, ICC3=0.30). ICC3 (ICC.1=0.5, ICC2=0.25, ICC3=0.25).
ICC4 (ICCL1=0.5, ICC2=0.30, ICC3=0.20)
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Table A21.

Absolute Bias Values of a4,

Sample Size* L1L2 Model L1L2L3 Model

L2 L3 ICC1 ICC2 ICC3 ICC4 ICC1 ICC2 ICC3 ICC4
10 30 0.003 0.004 0.004 0.003 0.002 0.004 0.003 0.003
25 30 0.002 0.005 0.004 0.003 0.001 0.004 0.003 0.003
50 30 0.001 0.005 0.004 0.003 0.001 0.005 0.004 0.003
75 30 0.002 0.005 0.004 0.003 0.002 0.005 0.004 0.004
10 100 0.002 0.003 0.003 0.003 0.002 0.003 0.002 0.002
25 100 0.002 0.004 0.004 0.003 0.001 0.005 0.004 0.003
50 100 0.002 0.004 0.003 0.003 0.002 0.005 0.004 0.003
75 100 0.001 0.003 0.003 0.002 0.002 0.005 0.004 0.003
10 150 0.002 0.003 0.003 0.002 0.002 0.003 0.002 0.002
25 150 0.002 0.004 0.004 0.003 0.001 0.005 0.004 0.003
50 150 0.001 0.003 0.003 0.002 0.002 0.005 0.004 0.003
75 150 0.001 0.003 0.002 0.002 0.002 0.004 0.004 0.003

Note. *L1 sample size is 3. ICCy, (ICC1=0.5, ICC»=0.40, ICC3=0.10). ICC>
(ICCL1=0.5, ICC2=0.20, ICC3=0.30). ICC3 (ICCL1=0.5, ICC2=0.25, ICC3=0.25).
ICC4 (ICCL1=0.5, ICC2=0.30, ICC3=0.20)
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Table A22.

Absolute Bias Values of o, y,,

Sample Size* L1L2 Model L1L2L3 Model

L2 L3 ICC1 ICC2 ICC3 ICC4 ICC1 ICC2 ICC3 ICC4
10 30 0.025 0.044 0.041 0.035 0.023 0.040 0.038 0.034
25 30 0.016 0.047 0.036 0.031 0.015 0.041 0.035 0.026
50 30 0.016 0.061 0.049 0.037 0.013 0.061 0.050 0.035
75 30 0.016 0.058 0.048 0.039 0.016 0.062 0.052 0.040
10 100 0.017 0.030 0.028 0.024 0.015 0.025 0.025 0.023
25 100 0.013 0.046 0.038 0.028 0.012 0.049 0.039 0.030
50 100 0.015 0.042 0.036 0.030 0.016 0.053 0.044 0.036
75 100 0.013 0.035 0.030 0.024 0.018 0.052 0.043 0.035
10 150 0.015 0.028 0.023 0.021 0.013 0.024 0.021 0.020
25 150 0.013 0.042 0.034 0.027 0.013 0.048 0.039 0.029
50 150 0.013 0.034 0.030 0.024 0.017 0.050 0.042 0.034
75 150 0.011 0.029 0.022 0.020 0.017 0.049 0.041 0.033

Note. *L1 sample size is 3. ICCy, (ICC1=0.5, ICC»=0.40, ICC3=0.10). ICC>
(ICCL1=0.5, ICC2=0.20, ICC3=0.30). ICC3 (ICC.1=0.5, ICC2=0.25, ICC3=0.25).
ICC4 (ICCL1=0.5, ICC2=0.30, ICC3=0.20)
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Table B1.

Relative Bias Values of yq0

Sample

Size* L1 Model L1L2 Model L1L2L 3 Model

L2 L3 ICC1L ICC2 ICC3 1ICC4 ICC1L ICC2 ICC3 ICC4 ICC1 ICC2 ICC3 ICCc4

10 30 000 000 000 000 000 0.00 000 000 000 000 0.00 0.00
25 30 000 o000 000 o000 o000 000 000 o000 000 000 0.00 0.00
50 30 000 000 000 000 000 000 000 000 000 0.00 000 0.00
75 30 000 000 000 o000 000 000 000 o000 000 000 0.00 0.00

10 100 0.00 000 000 000 0.00 000 000 000 000 000 0.00 0.00
25 100 0.00 0.0 o000 000 000 000 000 000 0.00 o000 000 0.00
50 100 0.00 0.00 000 000 000 000 000 000 000 000 000 0.00
75 100 0.00 0.00 o000 000 000 000 000 000 0.00 o000 000 0.00

10 150 0.00 000 000 000 0.00 000 000 0.00 o000 000 0.00 0.00
25 150 0.00 0.00 o000 000 000 000 000 000 0.00 o000 000 0.00
50 150 0.00 0.00 000 000 000 000 000 000 000 000 000 0.00
75 150 0.00 0.00 o000 000 000 0.00 000 000 0.00 o000 000 0.00

Sample L1L2 No L3 L1L2L3 No L3
Size* Covariance Model Covariance Model

L2 L3 ICC1 ICC2 ICC3 ICC4 ICCl ICC2 ICC3 IcCC4
10 30 000 0.00 0.00 000 000 0.0 0.00 0.00
25 30 000 0.00 0.00 000 000 0.0 0.00 0.00
50 30 000 0.00 0.00 000 000 0.0 0.00 0.00
75 30 000 000 000 000 000 0.00 0.00 o0.00
10 100 000 000 000 000 000 0.00 0.00 o0.00
25 100 000 0.00 0.00 000 000 0.0 0.00 0.00
50 100 000 000 000 000 000 0.00 0.00 o0.00
75 100 000 000 000 000 000 0.00 0.00 o0.00
10 150 000 000 000 000 000 0.00 0.00 o0.00
25 150 000 0.00 0.00 000 000 0.0 0.00 0.00
50 150 000 000 000 000 000 0.00 0.00 o0.00
75 150 000 0.00 0.00 000 000 0.0 0.00 0.00

Note. * L1 sample size is 3. ICCy, (ICCL1=0.5, ICCL2=0.40, ICC.3=0.10). ICC2 (ICCL1=0.5, ICC2=0.20,
ICC13=0.30). ICCs (ICCL1=0.5, ICC2=0.25, ICC3=0.25). ICC4 (ICCL1=0.5, ICC2=0.30, ICC3=0.20)
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Table B2.

Relative Bias Values of y41¢

Sample
Size*

L1L2 Model

L1L2L3 Model

L2 L3

ICC1 ICC2 ICC3 ICC4

ICC1 ICC2 ICC3 ICC4

10 30
25 30
50 30
75 30

10 100
25 100
50 100
75 100

10 150
25 150
50 150
75 150

0.05 0.05 0.05 0.05
0.05 0.05 0.05 0.05
0.06 0.05 0.06 0.06
0.07 0.06 0.06 0.06

0.05 0.05 0.05 0.06
0.07 0.06 0.06 0.06
0.08 0.08 0.08 0.08
0.10 0.10 0.09 0.10

0.06 0.06 0.06 0.06
0.07 0.07 0.08 0.07
0.09 010 0.09 0.10
011 011 012 0.11

0.00 0.00 0.00 0.00
0.00 0.00 0.00 0.00
0.00 0.00 0.00 0.00
0.00 0.00 0.00 0.00

0.00 0.00 0.00 0.00
0.00 0.00 0.00 0.00
0.00 0.00 0.00 0.00
0.00 0.00 0.00 0.00

0.00 0.00 0.00 0.00
0.00 0.00 0.00 0.00
0.00 0.00 0.00 0.00
0.00 0.00 0.00 0.00

Sample
Size*

L1L2 No L3
Covariance Model

L1L2L3 No L3
Covariance Model

L2 L3

ICC1 ICC2 ICC3 ICC4

ICC1 ICC2 ICC3 ICC4

10 30
25 30
50 30
75 30

10 100
25 100
50 100
75 100

10 150
25 150
50 150
75 150

0.05 005 0.04 0.05
0.05 0.05 0.05 0.05
006 006 0.06 0.06
0.06 0.07 0.06 0.06

0.05 0.05 0.05 0.05
0.06 0.07 0.07 0.06
0.08 0.08 0.09 0.08
0.10 0.09 0.10 0.09

0.06 0.06 0.06 0.05
0.07 0.07 0.07 0.08
009 009 0.09 0.09
011 011 011 0.11

0.00 0.00 0.00 0.00
0.00 0.00 0.00 0.00
0.00 0.00 0.00 0.00
0.00 0.00 0.00 0.00

0.00 0.00 0.00 0.00
0.00 0.00 0.00 0.00
0.00 0.00 0.00 0.00
0.00 0.00 0.00 0.00

0.00 0.00 0.00 0.00
0.00 0.00 0.00 0.00
0.00 0.00 0.00 0.00
0.00 0.00 0.00 0.00

Note. *L1 sample size is 3. ICCy, (ICC1=0.5, ICC»=0.40, ICC3=0.10). ICC;
(|CC|_1=O.5, |CC|_2=O.20, |CC|_3=0.30). |CC3 (|CC|_1=0.5, |CC|_2=0.25,
|CC|_3=O.25). ICC4 (|CC|_1=O.5, ICC2=0.30, |CC|_3=0.20).
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Table B3.

Relative Bias Values of 140

Sample

Size* L1 Model L1L2 Model L1L2L3 Model

L2 L3 ICC1 ICC2 ICC3 ICC4 ICC1L ICC2 ICC3 ICC4 ICC1 ICC2 ICC3 ICC4

10 30 000 000 000 000 000 000 000 000 000 0.00 000 0.00
25 30 000 000 o000 000 000 000 o000 000 000 0.0 0.00 0.00
50 30 000 000 o000 000 000 000 000 000 000 0.0 0.00 0.00
75 30 000 000 o000 000 000 000 000 000 000 0.00 0.00 0.00

10 100 000 000 000 000 000 000 000 000 0.00 000 0.00 0.00
25 100 0.00 000 000 000 000 000 000 000 0.00 000 0.00 0.00
50 100 0.00 0.00 000 000 000 000 000 000 000 000 0.00 0.00
75 100 0.00 000 000 000 000 000 000 000 000 000 0.00 0.00

10 150 0.00 0.00 000 000 000 000 000 000 0.00 0.0 000 0.00
25 150 000 000 o000 000 000 000 o000 000 000 0.0 0.00 0.00
50 150 000 000 o0.00 000 000 000 o000 000 000 0.0 0.00 0.00
75 150 000 0.00 0.00 000 000 0.00 000 000 000 0.00 0.00 0.00

Sample L1L2 No L3 L1L2L3 No L3
Size* Covariance Model Covariance Model

L2 L3 ICCL ICC2 ICC3 ICC4 ICC1 ICC2 ICC3 Icc4
10 30 0.00 0.00 0.00 000 000 0.00 0.00 0.00
25 30 0.00 0.00 0.00 000 000 0.0 0.00 0.00
50 30 000 000 000 o000 000 000 0.00 0.00
75 30 000 000 0.00 o000 000 000 0.00 0.00
10 100 000 000 000 o000 000 000 0.00 0.00
25 100 000 000 000 o000 000 000 0.00 0.00
50 100 000 000 000 o000 000 000 0.00 0.00
75 100 000 000 0.00 o000 000 000 0.00 0.00
10 150 000 000 000 o000 000 000 0.00 0.00
25 150 000 000 000 o000 000 000 0.00 0.00
50 150 000 000 0.00 o000 000 000 0.00 0.00
75 150 000 000 000 000 000 000 0.00 0.00

Note. * L1 sample size is 3. ICCy, (ICCL1=0.5, ICCL2=0.40, ICCL3=0.10). ICC2 (ICCL1=0.5, ICC2=0.20,
ICC13=0.30). ICCs (ICCL1=0.5, ICC2=0.25, ICC3=0.25). ICC4 (ICCL1=0.5, ICC2=0.30, ICC3=0.20)
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Table B4.

Relative Bias Values of y;1¢

Sg:‘;gie L1L2 Model L1L2L3 Model
L2 L3 ICCL ICC2 ICC3 ICC4 ICCL ICC2 ICC3 ICCA

10 30 -0.02 = 0.17 0.03 0.09 -0.10 0.04 0.04 013
25 30 0.07 015 011 0.05 -0.11 -0.08 -0.01 0.00
50 30 0.02 0.05 0.07 0.01 0.00 0.06 -0.04 0.01
75 30 0.07 0.04 0.02 0.04 -0.01 -0.02 0.00 0.00

10 100 0.06 0.05 0.13 0.07 0.00 -0.02 0.00 -0.04
25 100 0.11 0.09 0.04 0.05 0.00 -0.04 0.03 0.00
50 100 0.10 0.07 0.06 0.06 -0.03 0.03 0.00 -0.01
75 100 0.08 0.10 0.10 0.06 0.01 -0.01 0.03 -0.01

10 150 0.06 0.07 0.04 0.04 0.01 0.03 -0.04 0.03
25 150 0.03 0.09 0.09 0.06 0.00 -0.03 0.00 0.01
50 150 0.10 010 010 0.12 -0.03 0.02 -0.01 -0.01
75 150 013 013 011 0.13 -0.01 0.00 -0.01 0.00

Sample L1L2 No L3 L1L2L3 No L3
Size* Covariance Model Covariance Model
L2 L3 ICC1 ICC2 ICC3 ICC4 ICC1 ICC2 ICC3 ICC4

10 30 0.04 006 -0.03 0.05 0.13 006 0.05 0.01
25 30 0.01 0.00 0.02 0.09 -0.04 -0.05 -0.03 0.02
50 30 0.05 0.03 0.05 0.08 -0.04 -0.04 0.01 0.00
75 30 0.04 011 0.07 0.02 -0.01 0.01 -0.02 0.01

10 100 0.11 -0.01 0.07 0.08 0.01 0.04 -0.09 -0.01
25 100 0.08 0.08 0.09 0.03 0.03 0.03 0.02 0.03
50 100 0.08 0.08 010 0.07 001 001 -001 0.00
75 100 0.09 0.09 0.05 0.07 0.01 -0.01 -0.010 0.01

10 150 0.02 0.07 0.07 0.00 -0.02 0.00 -0.01 -0.02
25 150 0.07 002 0.06 0.02 -0.02 0.02 -0.01 0.00
50 150 0.09 0.07 0.06 0.07 -0.01 -0.04 001 0.01
75 150 0.10 0.09 0.11 0.07 0.00 0.00 0.00 0.01

Note. *L1 sample size is 3. Highlighted cell indicates the condition where the
relative bias is not within the acceptable range. ICC,, (ICC1=0.5,
|CC|_2=O.40, |CC|_3=0.10). |CC2 (|CC|_1=O.5, |CC|_2=O.20, |CC|_3=0.30). |CC3
(ICCL1=0.5, ICC»=0.25, ICC3=0.25). ICC,4 (ICC_1=0.5, ICC»=0.30,
ICC3=0.20).
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Table B5.

Relative Bias Values of y,

L1L2L3 No L3 Covariance

Sample Size* L1L2L3 Model Model
L2 L3 ICC1 ICC2 ICC3 Icc4 ICC1 ICC2 ICC3 ICC4
10 30 0.00 -0.09 0.06 -0.02 -0.03 0.04 -0.05 -0.07
25 30 -0.07 -0.02 0.03 0.05 0.09 -0.02 -0.13 -0.01
50 30 0.06 -0.04 -0.11 0.10 -0.15 | 0.29 -0.22 0.00
75 30 0.00 -0.10 0.02 o0.01 005 @ 016 0.05 0.03
10 100 -0.01 -0.01 -0.02 0.01 0.03 -0.01 005 o0.01
25 100 0.04 -0.04 -0.03 0.07 001 001 001 0.02
50 100 -0.01 0.14 0.05 0.06 -0.04 -0.02 -0.05 0.03
75 100 -0.06 0.01 0.01 -0.05 0.05 -0.02 0.04 0.07
10 150 -0.01 0.00 0.03 0.02 0.00 -0.02 0.04 -0.05
25 150 -0.01 -0.07 -0.03 0.00 0.06 -0.04 004 0.01
50 150 -0.01 -0.01 -0.04 0.03 -0.02 0.02 0.01 0.03
75 150 -0.03 -0.12 0.04 -0.06 -0.01 -0.01 -0.05 -0.03

Note. *L1 sample size is 3. Highlighted cell indicates the condition where the relative bias

is not within the acceptable range. ICC,, (ICC.1=0.5, ICC»=0.40, ICC_3=0.10). ICC;

(ICCL1=0.5, ICC2=0.20, ICC3=0.30). ICC3 (ICCL1=0.5, ICC2=0.25, ICC3=0.25). ICC4

(ICCL1=0.5, ICC»=0.30, ICC_3=0.20).
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Table B6.

Relative Bias Values of 11

mpl L1L2L3 No L varian
SSaizg*e L1L2L3 Model 3 ,‘\’/Iojelco anance
L2 L3 ICCI ICC2 ICC3 ICC4 ICC1 ICC2 ICC3 ICC4
25 30 | -165 -0.73 059 -020 078 347 014 073
50 30  -1.26 291 149 -2.04 086 -2.60 -0.70 -0.22
75 30 013 170 120 027  -1.09 101 176 2.09
10 100 018 005 050 0.13 119 072 -0.14 070
25 100 086 031 079 -0.77 125 098 021 -0.02
50 100 089 036 039 -060 067 218 -015 126
75 100 010 124 -0.01 -0.60 030 086 128 -0.92
10 150 014 025 -199 033 086 009 185 025
25 150  -044 041 139 052  -020 -045 057 046
50 150 101 041 -052 -1.00 010 219 064 -051
75 150 -0.14 -0.10 -058 069 -0.14 011 032 024

Note. *L1 sample size is 3. Highlighted cell indicates the condition where the
relative bias is not within the acceptable range. ICC4, (ICC1=0.5,
ICC2=0.40, ICC3=0.10). ICC; (ICC.1=0.5, ICC>=0.20, ICC3=0.30). ICCs
(ICCL1=0.5, ICC2=0.25, ICC3=0.25). ICC4 (ICC.1=0.5, ICC»=0.30,

ICCL5=0.20).
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Table B7.

Relative Bias Values of y;,

Sample L1L2L3 Model L1L2L3 No L3 Covariance
Size* Model
L2 L3 ICC1 ICC2 ICC3 ICC4 ICC1 ICC2 ICC3 Icc4
10 30 -0.21 -0.26 -0.09 -0.23 -0.11 036 059 0.07
25 30 0.13 -028 024 -0.21 0.63 -0.76 -052 0.20
50 30 -0.58 -0.12 -0.34 0.43 -0.18 -0.38 -0.07 -0.21
75 30 065 080 035 -1.15 -0.03 0.01 @ 030 -0.57
10 100 0.04 -0.03 0.00 -0.04 021 -020 -0.18 0.15
25 100 0.02 0.06 0.03 051 024 026 061 -0.25
50 100 -0.08 043 0.05 0.08 023 046 -022 0.33
75 100 0.11 035 -0.83 -0.28 051 050 -0.64 -0.05
10 150 0.00 0.07 0.04 0.22 -0.02 0.00 -0.12 0.07
25 150 -0.10 -0.25 -0.30 0.04 032 014 036 0.03
50 150 -0.23 0.34 -0.27 -0.11 0.15 0.00 -0.02 -0.16
75 150 -0.15 -0.40 0.00 -0.24 -0.26 0.15 | -0.38 0.13

Note. *L1 sample size is 3. Highlighted cell indicates the condition where the

relative bias is not within the acceptable range. ICC,, (ICC.1=0.5, ICC>=0.40,

ICC3=0.10). ICC; (ICC.1=0.5, ICC>=0.20, ICC3=0.30). ICC3 (ICC1=0.5,

ICCL2=0.25, ICC3=0.25). ICC4 (ICC.1=0.5, ICC>=0.30, ICC3=0.20).
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Table BS.

Relative Bias Values of y;14

Sample L1L2L3 Model L1L2L3 No L3 Covariance
Size* Model

L2 L3 ICC1 ICC2 ICC3 ICC4 ICC1 ICC2 ICC3  ICC4
10 30 -1.12 031 0.05 0.12 110 028 0.15 0.73
25 30 1.37 025 0.63 0.16 0.56 -1.28 -0.01 -0.54
50 30 0.50 -0.60 -0.03 -1.60 -0.21 -080 121 -0.12
75 30 -0.26 -1.75 -1.78 -2.14 0.88 -0.72 0.53 -0.46
10 100 029 0.32 -0.87 -0.47 -0.48 -0.44 -047 0.03
25 100 024 -069 0.84 0.04 -0.38 0.20 0.07 -0.56
50 100 -0.20 -0.46 -0.13 0.08 047 -0.91 -0.05 0.09
75 100 058 0.17 -0.61 0.05 -0.12 -1.29 -054 -0.28
10 150 0.32 -0.04 0.89 0.61 0.33 052 -0.28 -0.93
25 150 -0.23 -0.03 -0.13 -0.32 0.13 | 0.63 0.00 -0.55
50 150 -0.71 0.14 050 0.17 -0.66 -0.46 050 -0.10
75 150 -0.61 -0.28 0.66 -0.09 -0.15 | 0.77 -0.01 | 0.22

Note. *L1 sample size is 3. Highlighted cell indicates the condition where the
relative bias is not within the acceptable range. ICC;, (ICC1=0.5, ICC,=0.40,
ICC3=0.10). ICC, (ICC_1=0.5, ICC»=0.20, ICC3=0.30). ICC3 (ICC_1=0.5,
ICC>=0.25, ICC3=0.25). ICC, (ICC_1=0.5, ICC>=0.30, ICC3=0.20).

200



Table B9.

Relative Bias Values of 62

Sgrlggie L1 Model L1L2 Model L1L2L3 Model

L2 L3 ICC1L ICC2 ICC3 ICC4 ICC1 ICC2 ICC3 ICC4 ICC1 ICC2 ICC3 ICc4
10 30 -0.02 -0.02 -0.02 -0.02 -0.02 -0.03 -0.03 -0.02 -0.02 -0.02 -0.02 -0.02
25 3 -001 -001 -001 -001 -001 -0.02 -0.00 -0.00 -0.01 -0.01 -0.01 -0.02
50 30 000 -001 -001 -0.01 000 -001 -0.01 -0.01 -0.01 -0.01 -0.01 0.00
75 30 000 -001 -001 000 000 000 -001 000 -001 -001 -0.01 0.00
10 100 -0.02 -0.00 -000 -001 -001 -001 -001 -0.020 -0.00 -0.00 -0.010 -0.01
25 100 0.00 -0.01 0.00 -0.01 000 -0.01 -0.01 0.00 0.00 0.00 000 -0.01
50 100 0.00 0.00 0.00 000 000 000 000 000 000 000 000 0.00
75 100 0.00 0.00 000 000 0.00 000 000 000 0.00 000 0.00 0.00
10 150 0.00 -001 -001 -0.01 -0.01 -0.01 -0.01 -0.01 -0.01 -0.01 0.0 -0.01
25 150 0.00 0.00 000 000 000 000 000 000 000 000 000 0.00
50 150 0.00 0.00 000 ©0.00 0.00 000 000 0.00 0.00 000 0.0 0.00
75 150 0.00 000 000 000 0.00 000 000 000 0.00 000 0.00 0.00
Sample L1L2 No L3 L1L2L3 No L3

Size* Covariance Model Covariance Model

L2 L3 ICC1 ICC2 ICC3 ICC4 ICCl1 ICC2 ICC3 ICcCC4
10 30 -0.02 -0.02 -0.02 -0.02 -0.02 -0.03 -0.02 -0.03
25 30 -0.01 -0.02 -0.01 -0.01 -0.02 -0.02 -0.01 -0.01
50 30 -0.01 -001 -0.01 -0.00 -0.01 -0.01 -0.01 -0.01
75 30 -0.01 -0.01 -0.01 -0.01 -0.01 -0.01 -0.01 -0.01
10 100 -0.01 -001 -0.01 -0.00 -0.01 -0.01 -0.01 -0.01
25 100 -0.01 -001 -0.01 -0.00 -0.01 -0.01 -0.01 -0.01
50 100 000 0.00 0.00 000 000 -001 0.00 -0.01
75 100 0.00 0.00 0.00 0.00 000 0.00 0.00 0.00
10 150 -0.01 -001 -0.01 -0.00 -0.01 -0.01 -0.01 -0.01
25 150 0.00 -001 -0.01 -001 -001 -001 -0.01 -0.01
50 150 0.00 000 0.00 000 000 0.0 0.00 -0.01
75 150 000 000 000 000 000 0.00 0.00 0.00

Note. * L1 sample size is 3. ICCy, (ICCL1=0.5, ICCL2=0.40, ICC.3=0.10). ICC2 (ICCL1=0.5, ICC2=0.20,

ICC13=0.30). ICCs (ICCL1=0.5, ICC2=0.25, ICC3=0.25). ICC4 (ICCL1=0.5, ICC2=0.30, ICC3=0.20)

201



Table B10.

Relative Bias Values of 077

Sample

Size L1 Model L1L2 Model L1L2L3 Model

L2 L3 ICC1 ICC2 ICC3 1ICC4 ICC1 ICC2 ICC3 ICC4 ICC1 ICC2 ICC3 ICC4

10 30 002 o007 004 004 002 015 013 010 -0.01 0.04 004 0.01
25 30 001 o001 003 002 011 | 026 020 017 001 0.04 0.03 0.03
50 30 001 002 002 001 020 032 034 031 001 002 002 0.01
7 30 000 001 001 o000 037 067 058 040 0.00 0.01 0.01 0.02

10 100 001 002 001 001 017 031 026 022 001 003 001 0.02
25 100 001 002 o000 000 035 054 049 038 000 001 001 0.01
50 100 0.0 000 o000 000 060 129 095 079 000 0.0 0.00 0.00
75 100 000 000 000 ©OOO 08 179 139 119 0.00 0.00 0.00 0.00

10 150 000 0.00 000 0.00 018 050 037 034 000 0.01 000 o0.01
25 150 0.00 000 o000 000 047 099 08 060 000 001 001 0.01
50 150 0.00 0.00 o000 O00OOC 08 174 137 117 000 0.00 0.00 0.00
75 150 0.00 000 o000 000 116 225 196 153 000 0.00 0.00 0.00

Sample L1L2 No L3 L1L2L3 No L3
Size* Covariance Model Covariance Model

L2 L3 ICCL ICC2 ICC3 ICC4 ICCl ICC2 ICC3 IcCc4
10 30 009 ' 016 012 011 001 0.09 0.04 0.02
25 30 013 019 019 018 0.02 0.05 0.04 0.02
50 30 017 038 038 037 001 0.04 0.02 0.02
75 30 036 073 055 044 001 0.03 0.02 0.01
10 100 014 | 039 025 022 000 004 005 0.02
25 100 035 081 062 048 001 003 002 0.01
50 100 062 120 116 086 000 001 001 0.00
75 100 088 173 150 111 0.00 0.00 0.01 0.01
10 150 023 057 034 026 000 0.04 0.03 0.02
25 150 051 099 079 076 001 002 002 0.01
50 150 08 162 130 110 001 001 001 0.01
75 150 107 220 187 159 000 0.00 0.00 0.00

Note. *L1 sample size is 3. Highlighted cell indicates the condition where the relative bias is not within the
acceptable range. ICCs, (ICCL1=0.5, ICC2=0.40, ICC5=0.10). ICC> (ICCL1=0.5, ICC2=0.20, ICC135=0.30).
ICCs (ICCL1=0.5, ICC2=0.25, ICC13=0.25). ICC4 (ICC1=0.5, ICC2=0.30, ICC3=0.20).
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Table B11.

Relative Bias Values of o,

Sample

Size* L1 Model L1L2 Model L1L2L3 Model

L2 L3 ICC1 ICC2 ICC3 ICC4 ICC1L ICC2 ICC3 ICC4 ICC1 ICC2 ICC3 ICc4

10 30 125 325 218 175 092 304 236 183 099 266 210 142
25 30 081 157 133 094 072 171 145 112 077 175 128 1.07
50 30 032 117 075 062 035 123 107 075 041 119 087 071
75 30 026 08 065 038 029 091 077 043 027 084 079 048

10 100 0.65 148 114 087 046 143 110 093 049 138 120 0.87
25 100 025 094 044 037 032 092 065 040 017 071 060 042
50 100 009 | 040 035 022 018 092 058 041 010 | 042 028 0.16
75 100 005 031 021 010 @ 019 09 068 035 0.01 025 017 0.15

10 150 032 110 093 059 036 119 101 070 032 130 069 057
25 150 0.03 052 036 023 024 097 071 044 021 068 045 0.40
50 150 009 | 029 022 016 016 | 082 062 037 -001 036 021 0.14
75 150 003 020 015 010 @ 019 098 073 050 0.07 019 015 0.02

Sample L1L2 No L3 L1L2L3 No L3
Size* Covariance Model Covariance Model

L2 L3 ICC1 ICC2 ICC3 ICC4 ICCL ICC2 ICC3 Icc4
10 30 117 315 249 195 140 338 258 214
25 30 082 25 162 129 08 205 161 1.28
50 30 053 151 117 101 065 138 1.09 1.00
75 30 043 149 08 079 039 113 0.92 0.72
10 100 068 206 151 108 060 175 166 1.02
25 100 045 154 115 0.80 043 139 1.02 0.5
50 100 030 102 071 062 025 079 047 042
75 100 022 094 066 052 014 041 036 0.28
10 150 062 183 139 099 050 177 114 0.76
25 150 033 130 112 082 036 129 0.93 0.66
50 150 026 104 070 051 019 071 047 042
75 150 021 097 072 054 012 039 030 021

Note. *L1 sample size is 3. Highlighted cell indicates the condition where the relative bias is not within the
acceptable range. ICCs, (ICCL1=0.5, ICC2=0.40, ICC5=0.10). ICC> (ICCL1=0.5, ICC2=0.20, ICC135=0.30).
ICCs (ICCL1=0.5, ICC2=0.25, ICC13=0.25). ICC4 (ICC1=0.5, ICC2=0.30, ICC3=0.20).
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Table B12.

Relative Bias Values of o7,

Sample

Size L1 Model L1L2 Model L1L2L3 Model

L2 L3 ICC1 ICC2 ICC3 ICC4 ICC1 ICC2 ICC3 ICC4 ICC1 ICC2 ICC3 ICC4

10 30 -012 -005 -0.04 -005 -006 -0.07 -0.07 -0.07 -0.10 -0.14 -0.15 -0.12
25 30 -0.04 -003 -0.05 -004 -0.08 -035 -0.25 -0.23 -0.15 -0.33 -0.28 -0.23
50 30 -0.04 -004 -0.03 -0.03 -0.19 -0.64 -0.58 -0.47 -0.22 -0.69 -0.64 -0.52
75 30 -0.04 -003 -0.04 -004 -032 -062 -0.60 -059 -0.39 -0.75 -0.73 -0.68

10 100 -0.04 -0.01 -0.02 -0.03 -0.06 -0.12 -0.10 -0.13 -0.11 -0.10 -0.11 -0.15
25 100 0.00 -0.01 -0.01 -0.01 -0.22 -0.60 -0.54 -043 -0.23 -0.70 -0.63 -0.54
5 1100 -001 -001 -0.01 -0.01 -043 -058 -0.58 -0.59 -0.62 -0.85 -0.84 -0.84
75 100 -0.01 -0.01 -0.01 -0.01 -0.42 -047 -048 -0.46 -0.78 -0.86 -0.85 -0.85

10 150 0.0 -001 000 ©0.00 -0.10 -013 -0.14 -0.13 -0.12 -0.14 -0.13 -0.16
25 150 -0.02 -0.01 -0.01 -0.01 -0.28 -0.58 -0.54 -047 -037 -0.79 -0.72 -0.63
5 15 -0.01 -0.01 -0.01 -0.01 -0.42 -049 -049 -048 -0.75 -0.88 -0.88 -0.87
75 150 -0.01 -001 o0.00 -001 -035 -037 -033 -036 -0.8 -0.88 -0.88 -0.88

Sample L1L2 No L3 L1L2L3 No L3
Size* Covariance Model Covariance Model

L2 L3 ICC1 ICC2 ICC3 ICC4 ICCl ICC2 ICC3 ICC4
10 30 -009 -0.13 -011 -0.10 -0.14 -0.18 -0.14 -0.14
25 30 -0.16 -0.47 -0.39 -0.30 -0.18 -0.46 -040 -0.31
50 30 -0.30 -0.66 -0.59 -0.52 -0.29 -0.70 -0.66 -0.59
75 30 -042 -063 -0.62 -059 -048 -0.74 -0.74 -0.71
10 100 -0.12 -031 -025 -021 -0.12 -0.33 -0.29 -0.26
25 100 -0.32 -066 -059 -0.57 -0.38 -0.79 -0.75 -0.66
50 100 -046 -0.60 -0.54 -0.57 -0.68 -0.85 -0.85 -0.84
75 100 -044 -057 -050 -051 -0.80 -0.86 -0.85 -0.85
10 150 -0.16 -0.39 -0.34 -0.27 -0.17 -045 -0.38 -0.29
25 150 -0.37 -0.64 -0.63 -0.56 -0.46 -0.85 -0.84 -0.78
50 150 -044 -052 -052 -051 -0.79 -0.88 -0.88 -0.87
75 150 -0.38 -046 -041 -036 -0.86 -0.88 -0.88 -0.88

Note. *L1 sample size is 3. Highlighted cell indicates the condition where the relative bias is not within the
acceptable range. ICCy, (ICCL1=0.5, ICC12=0.40, ICC3=0.10). ICC2 (ICCL1=0.5, ICC2=0.20, ICC3=0.30).
ICCs (ICCL1=0.5, ICC2=0.25, ICC3=0.25). ICC4 (ICCL1=0.5, ICC2=0.30, ICC3=0.20).
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Table B13.

Relative Bias Values of o7,

Sample
Size*

L1L2 Model

L1L2L3 Model

L2 L3

ICC1 ICC2 ICC3 ICC4

ICC1 ICC2 ICC3 ICC4

10 30
25 30
50 30
75 30

10 100
25 100
50 100
75 100

10 150
25 150
50 150
75 150

183 019 041 0.65
049 -0.21 -0.08 0.05
0.00 -0.50 -0.41 -0.30
-0.13 -0.55 -0.52 -0.47

0.82 -0.03 0.06 0.10
-0.01 -052 -042 -0.30
-0.29 -0.62 -0.60 -0.56
-042 -0.61 -0.57 -0.54

061 -0.03 -0.01 0.07
-0.08 -0.57 -0.51 -0.40
-0.35 -059 -057 -0.54
-0.44 -0.57 -0.53 -0.50

141 0.07 018 0.37
030 -0.28 -0.25 -0.14
-0.09 -057 -0.51 -0.42
-0.31 -0.66 -0.62 -0.56

048 -0.12 -0.02 0.02
-0.15 -0.58 -0.50 -0.39
-045 -0.77 -0.74 -0.70
-0.61 -0.80 -0.79 -0.76

042 -0.13 -0.09 -0.05
-0.20 -0.66 -0.59 -0.49
-0.55 -0.81 -0.79 -0.76
-0.69 -0.84 -0.82 -0.80

Sample
Size

L1L2 No L3
Covariance Model

L1L2L3 No L3
Covariance Model

L2 L3

ICC1 ICC2 ICC3 ICC4

ICC1 ICC2 ICC3 ICC4

10 30
25 30
50 30
75 30

10 100
25 100
50 100
75 100

10 150
25 150
50 150
75 150

061 0.03 0.06 0.07
005 -0.26 -0.19 -0.11
-0.13 -0.55 -0.50 -0.42
-0.33 -0.63 -0.59 -0.55

021 -0.18 -0.04 -0.02
-0.22 -0.69 -0.60 -0.52
-0.54 -0.80 -0.79 -0.75
-0.71 -0.78 -0.79 -0.78

014 -031 -0.18 -0.13
-0.32 -0.76 -0.71 -0.65
-0.68 -0.85 -0.83 -0.81
-0.78 -0.83 -0.83 -0.84

0.27 -0.15 -0.07 -0.04
-0.04 -032 -0.26 -0.19
-0.19 -057 -051 -042
-0.31 -0.65 -0.62 -0.56

0.09 -019 -0.13 -0.06
-0.19 -0.64 -0.57 -0.45
-044 -0.77 -0.74 -0.71
-0.62 -0.80 -0.79 -0.76

0.16 -0.27 -0.21 -0.15
-0.21 -0.73 -0.67 -0.58
-0.57 -081 -0.79 -0.76
-0.70 -0.84 -0.83 -0.80

Note. *L1 sample size is 3. Highlighted cell indicates the condition where the
relative bias is not within the acceptable range. ICC,, (ICC.1=0.5,
|CC|_2=O.40, |CC|_3=0.10). |CC2 (|CC|_1=0.5, |CC|_2=0.20, |CC|_3=0.30). |CC3
(|CC|_1=O.5, ICC2=0.25, |CC|_3=0.25). ICC4 (|CC|_1=0.5, ICC2=0.30,

ICC15=0.20).
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Table B14.

Relative Bias Values of o7

Sgrl‘;'g!f L1 Model L1L2 Model L1L2L3 Model

L2 L3 ICC1 ICC2 ICC3 ICC4 ICC1 ICC2 ICC3 ICC4 ICC1 ICcC2 Icc3 Icc4
10 30 -0.10 -0.05 -0.04 -0.05 -0.07 -0.09 -0.08 -0.09 -0.14 -0.15 -0.12 -0.10
25 30 -003 -004 -0.03 -0.04 -007 -035 -025 -024 -0.13 -0.33 -0.29 -0.23
50 30 -0.03 -0.04 -004 -003 -021 -0.64 -058 -048 -023 -0.70 -0.64 -0.52
75 30 -004 -003 -0.03 -0.04 -032 -062 -060 -059 -0.40 -0.75 -0.73 -0.69
10 100 -0.04 -002 -0.012 -0.02 -0.07 -0.11 -0.10 -0.12 -0.12 -0.10 -0.11 -0.14
25 100 -0.01 -0.01 -0.01 -0.01  -0.23 -0.60 -0.54 -044 -024 -0.70 -0.63 -0.55
50 100 -0.01 -0.01 -0.01 -0.01 -0.44 -058 -059 -059 -0.63 -0.85 -0.85 -0.84
75 100 -0.01 -0.01 -0.01 -0.01 -043 -0.46 -048 -047 -0.79 -0.86 -0.86 -0.85
10 150 0.00 -0.01 -0.02 -0.01 -0.12 -0.14 -0.14 -0.14 -0.13 -0.15 -0.13 -0.17
25 150 -0.02 -0.01 -0.01 -0.01 -0.30 -0.58 -0.54 -048 -0.36 -0.79 -0.73 -0.63
50 150 0.00 -0.01 -0.01 -0.01 -042 -049 -050 -048 -0.76 -0.88 -0.88 -0.87
75 150 -0.01 -0.01 0.00 -0.01 -035 -0.37 -0.33 -0.36 -0.86 -0.88 -0.88 -0.88
Sample L1L2 No L3 L1L2L3 No L3

Size* Covariance Model Covariance Model

L2 L3 ICC1 ICC2 ICC3 ICC4 ICCl ICC2 ICC3 IcCc4
10 30 -0.10 -0.13 -0.11 -0.09 -0.12 -0.18 -0.14 -0.15
25 30 -0.15 -0.47 -039 -0.31 -0.16 -0.46 -041 -0.34
50 30 -0.31 -066 -0.60 -0.52 -0.29 -0.71 -0.66 -0.60
75 30 -043 -0.63 -0.63 -0.60 -050 -0.75 -0.74 -0.72
10 100 -0.10 -0.32 -0.24 -0.21 -0.14 -0.34 -0.30 -0.24
25 100 -0.33 -065 -0.60 -0.58 -0.39 -0.79 -0.76 -0.67
50 100 -0.47 -0.60 -0.54 -0.57 -0.69 -0.85 -0.85 -0.85
75 100 -0.44 -057 -050 -0.51 -0.81 -0.86 -0.86 -0.85
10 150 -0.16 -0.40 -0.36 -0.28 -0.16 -0.46 -0.39 -0.30
25 150 -0.37 -0.65 -0.63 -0.57 -0.48 -0.86 -0.84 -0.79
50 150 -045 -052 -052 -0.51 -0.80 -0.88 -0.88 -0.88
75 150 -038 -046 -042 -036 -0.87 -0.88 -0.88 -0.88

Note. *L1 sample size is 3. Highlighted cell indicates the condition where the relative bias is not within the
acceptable range. ICCy, (ICCL1=0.5, ICC12=0.40, ICC3=0.10). ICC2 (ICCL1=0.5, ICC2=0.20, ICC3=0.30).
ICCs (ICCL1=0.5, ICCL2=0.25, ICCL3=0.25). ICC4 (ICCL1=0.5, ICCL2=0.30, ICC13=0.20).
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Table B15.

Relative Bias Values of o7

Sample
Size

L1L2 Model

L1L2L3 Model

L2 L3

ICC1 ICC2 ICC3 ICC4

ICC1 ICC2 ICC3 ICC4

10 30
25 30
50 30
75 30

10 100
25 100
50 100
75 100

10 150
25 150
50 150
75 150

152 020 023 0.49
036 -0.19 -0.11 0.08
0.02 -0.46 -0.40 -0.28
-0.09 -046 -045 -041

0.72 -0.02 0.05 0.13
0.08 -0.44 -0.37 -0.26
-0.17 -0.43 -0.45 -0.39
-0.22 -0.30 -0.32 -0.26

051 003 0.04 0.10
0.03 -043 -0.35 -0.29
-0.16 -0.32 -0.33 -0.31
-0.12  -0.17 -0.14 -0.16

097 0.01 010 0.33
004 -033 -025 -0.15
-0.21 -058 -0.52 -0.43
-0.35 -0.65 -0.62 -0.56

030 -0.14 -0.13 0.00
-0.19 -059 -0.51 -0.44
-047 -0.77 -0.74 -0.71
-0.64 -0.80 -0.79 -0.77

0.17 -016 -0.12 -0.10
-0.26 -0.67 -0.61 -0.53
-0.59 -081 -0.79 -0.76
-0.72 -0.84 -0.82 -0.81

Sample
Size

L1L2 No L3
Covariance Model

L1L2L3 No L3
Covariance Model

L2 L3

ICC1 ICC2 ICC3 ICC4

ICC1 ICC2 ICC3 ICC4

10 30
25 30
50 30
75 30

10 100
25 100
50 100
75 100

10 150
25 150
50 150
75 150

031 -0.03 0.00 0.07
0.10 -0.25 -0.17 -0.10
-0.13 -0.47 -041 -0.34
-0.20 -048 -044 -041

014 -0.16 -0.14 -0.04
-0.07  -051 -0.44 -0.40
-0.33 -047 -0.38 -0.42
-0.26 -0.39 -0.32 -0.35

0.09 -0.26 -0.15 -0.09
-0.18 -0.51 -0.49 -0.44
-0.30 -0.38 -0.39 -0.35
-0.22 -0.28 -0.23 -0.16

-0.03 -024 -0.21 -0.07
-0.13 -0.35 -0.29 -0.27
-0.24 -057 -0.52 -0.45
-0.34 -0.64 -0.62 -0.57

006 -024 -019 -0.14
-0.22 -0.64 -0.59 -0.50
-0.51 -0.77 -0.74 -0.71
-0.65 -0.80 -0.79 -0.77

-0.07 -031 -0.26 -0.23
-0.31 -0.72 -0.68 -0.60
-0.61 -0.81 -0.79 -0.77
-0.72 -0.83 -0.82 -0.81

Note. *L1 sample size is 3. Highlighted cell indicates the condition where the
relative bias is not within the acceptable range. ICC,, (ICC1=0.5,
ICC>=0.40, ICC3=0.10). ICC, (ICC.1=0.5, ICC,=0.20, ICC3=0.30). ICC3
(|CC|_1=O.5, ICC2=0.25, |CC|_3=0.25). ICC4 (|CC|_1=0.5, ICC2=0.30,

ICC3=0.20).
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Table B16.

Relative Bias Values of g, ;.

Sample

Size L1 Model L1L2 Model L1L2L3 Model

L2 L3 ICC1 ICC2 ICC3 ICC4 ICC1 ICC2 ICC3 ICC4 ICC1L ICC2 ICC3 ICC4

10 30 05 176 109 09 039 19 161 123 051 171 136 084
25 30 040 062 080 044 056 117 105 084 048 112 0.78 0.69
50 30 013 061 033 025 023 073 070 058 024 054 045 044
75 30 008 040 029 018 030 08 069 050 015 032 041 0.29

10 100 029 072 045 042 045 087 069 060 034 063 063 0.54
25 100 012 048 014 013 | 038 074 061 047 012 029 033 0.23
50 100 000 012 011 o007 052 124 09 069 009 012 008 0.05
75 100 0.02 002 005 005 | 068 163 127 095 -0.05 007 -0.03 0.06

10 150 012 037 034 017 030 088 071 060 021 065 0.18 0.32
25 150 001 @ 017 0.09 009 039 113 093 061 015 029 028 0.17
50 150 0.03 011 o006 003 | 062 153 119 091 -0.02 0.11 0.06 0.07
75 150 003 000 004 002 081 195 161 128 003 0.08 004 0.00

Sample L1L2 No L3 L1L2L3 No L3
Size* Covariance Model Covariance Model

L2 L3 ICC1 ICC2 ICC3 ICC4 ICCl ICC2 ICC3 Icc4
10 30 079 170 144 130 075 216 140 102
25 30 049 155 100 083 054 119 108 0.76
50 30 034 102 08 079 038 081 067 059
75 30 045 110 0.68 059 022 065 049 0.39
10 100 055 132 102 070 021 105 105 045
25 100 038 115 0.85 069 030 072 056 0.46
50 100 046 100 081 074 011 036 026 0.20
75 100 059 122 098 079 004 014 017 0.12
10 150 045 119 100 059 026 1.00 0.68 0.46
25 150 047 107 087 081 017 067 051 034
50 150 060 116 093 074 010 034 019 022
75 150 070 139 118 103 005 0.12 0210 0.09

Note. *L1 sample size is 3. Highlighted cell indicates the condition where the relative bias is not within the
acceptable range. ICCy, (ICCL1=0.5, ICC2=0.40, ICC5=0.10). ICC> (ICCL1=0.5, ICC2=0.20, ICC135=0.30).
ICCs (ICCL1=0.5, ICCL2=0.25, ICCL3=0.25). ICC4 (ICCL1=0.5, ICCL2=0.30, ICC13=0.20).
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Table B17.

Relative Bias Values of oy, 4,

Sg:';gie L1L2 Model L1L2L3 Model

L2 L3 ICC1 ICC2 ICC3 ICC4 ICC1 ICC2 ICC3 ICC4

10 30 -0.34 -0.17 -0.16 -0.14 -0.37 -0.29 -0.25 -0.27
25 30 -0.17 -0.79 -0.59 -0.60 -0.33 -0.67 -0.68 -0.47
50 30 -0.57 -1.38 -1.26 -1.09 -0.56 -1.44 -136 -1.13
75 30 -081 -1.28 -126 -1.28 -0.95 -152 -150 -145

10 100 -0.31 -0.22 -0.16 -0.30 -0.31 -0.22 -0.19 -0.29
25 100 -049 -1.00 -0.90 -0.76 -0.52 -1.14 -1.04 -0.95
50 100 -0.79 -0.88 -0.90 -0.93 -1.11 -1.32 -133 -1.35
75 100 -0.69 -0.69 -0.68 -0.70 -1.33 -130 -131 -1.33

10 150 -0.28 -019 -0.24 -0.21 -0.34 -023 -0.25 -0.31
25 150 -0.59 -0.89 -0.85 -0.74 -0.68 -1.18 -1.12 -1.00
50 150 -0.70 -0.66 -0.66 -0.67 -122 -126 -1.28 -1.29
75 150 -0.50 -0.46 -041 -0.45 -131 -124 -1.25 -1.27

Note. *L1 sample size is 3. Highlighted cell indicates the condition where the
relative bias is not within the acceptable range. ICC,, (ICC.1=0.5,
ICC2=0.40, ICC3=0.10). ICC; (ICC.1=0.5, ICC>=0.20, ICC5=0.30). ICCs
(ICCL1=0.5, ICC2=0.25, ICC3=0.25). ICC4 (ICC.1=0.5, ICC>=0.30,
ICCL3=0.20).
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Table B18.

Relative Bias Values of o,

Sample

Size* L1 Model L1L2 Model L1L2L3 Model

L2 L3 ICC1 ICC2 ICC3 ICC4 ICC1 ICC2 ICC3 ICC4 ICC1 ICC2 ICC3 ICC4

10 30 -039 -030 -029 -030 -011 -0.13 -0.12 -0.13 -0.09 -0.21 -0.18 -0.13
25 30 -029 -029 -029 -029 -0.13 -0.66 -046 -045 -0.20 -0.59 -0.50 -0.39
50 30 -028 -029 -029 -028 -038 -119 -1.08 -0.89 -0.39 -1.26 -1.17 -0.95
7% 30 -029 -028 -029 -029 -0.61 -114 -111 -109 -0.71 -136 -1.33 -1.25

10 100 -0.30 -0.27 -0.27 -028 -0.13 -0.17 -0.15 -0.20 -0.19 -0.15 -0.15  -0.23
25 100 -0.25 -0.26 -0.26 -0.27 -0.36 -0.87 -0.78 -0.65 -0.37 -1.01 -0.92 -0.80
50 100 -0.26 -0.27 -0.27 -0.27 -0.65 -0.82 -0.84 -0.84 -092 -121 -120 -1.20
75 100 -0.27 -0.26 -0.27 -0.27 -0.61 -0.66 -0.67 -0.66 -1.14 -1.20 -1.21 -1.21

10 150 -0.24 -026 -0.27 -026 -0.18 -0.19 -0.19 -0.20 -0.21 -0.20 -0.18 -0.24
25 150 -0.28 -0.27 -0.27 -0.27 -042 -0.78 -0.74 -0.66 -0.53 -1.06 -0.98 -0.87
50 150 -0.26 -0.27 -0.27 -0.26 -0.58 -0.65 -0.66 -0.64 -1.04 -1.17 -1.17 -1.17
75 150 -0.26 -0.26 -0.26 -0.26 -0.47 -049 -043 -048 -116 -1.17 -117 -1.17

Note. *L1 sample size is 3. Highlighted cell indicates the condition where the relative bias is not within the
acceptable range. ICCy, (ICCL1=0.5, ICC2=0.40, ICC5=0.10). ICC2 (ICCL1=0.5, ICC2=0.20, ICC135=0.30).
ICCs (ICCL1=0.5, ICCL2=0.25, ICCL3=0.25). ICC4 (ICCL1=0.5, ICCL2=0.30, ICCL3=0.20).

210



Table B19.

Relative Bias Values of o, .

Sample

Size* L1L2 Model L1L2L3 Model
L2 L3 ICC1 ICC2 ICC3 ICC4 ICC1 ICC2 ICC3 ICC4
10 30 -0.06 0.39 -0.13 0.17 0.17 0.18 0.19 0.09
25 30 0.41 1.36 0.97 1.54 0.49 1.17 0.83 1.00
50 30 0.89 1.94 2.14 1.85 0.76 1.97 1.98 1.76
7 30 1.05 1.89 2.04 2.01 1.22 1.87 1.96 1.91
10 100 0.45 0.13 0.60 0.23 0.32 0.21 0.36 0.49
25 100 0.82 0.93 1.05 1.11 0.51 1.02 1.03 1.08
50 100 0.97 0.74 0.67 0.97 1.11 0.80 0.88 1.02
75 100 0.79 0.37 0.64 0.52 1.14 0.66 0.71 0.81
10 150 1.22 0.23 0.37 0.28 0.82 0.24 0.19 0.37
25 150 0.52 0.56 0.61 0.75 0.91 0.79 0.75 0.84
50 150 0.59 0.40 0.57 0.50 1.02 0.48 0.55 0.66
75 150 0.32 0.28 0.28 0.32 0.81 0.35 0.41 0.49

Note. *L1 sample size is 3. Highlighted cell indicates the condition where the relative bias is
not within the acceptable range. ICCy, (ICCL1=0.5, ICC2=0.40, ICC3=0.10). ICC; (ICC_1=0.5,
ICC.=0.20, ICC5=0.30). ICC3 (ICC.1=0.5, ICC,=0.25, ICC_5=0.25). ICC,4 (ICC.1=0.5,
ICC2=0.30, ICC3=0.20).
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Table B20.

Relative Bias Values of o, 4,

Sample

Size* L1L2 Model L1L2L3 Model
L2 L3 ICC1 ICC2 ICC3 ICC4 ICC1 ICC2 ICC3 ICC4
10 30 -0.18 -006 0.01 0.02 -035 -009 -011 -0.13
25 30 -0.01 -0.04 0.02 -0.01 -0.11 -009 -0.14 -0.03
50 30 -0.01  -018 -0.11 -0.04 -0.04 @ 026 -021 -011
75 30 0.04 021 020 -0.13 -0.06 = -033 -030 -0.25
10 100 0.01 -0.05 0.00 -0.03 -0.08 -0.08 -0.09 -0.09
25 100 0.01 -031 -023 -0.14 -0.06 -041 -033 -0.25
50 100 -0.16 =~ 035 -031 -0.31 -0.26 -059 -056 -0.52
75 100 -0.16 -028 -0.26 -0.28 -043 -061 -060 -0.57
10 150 0.01 -0.01 000 -0.02 0.03 -0.06 -0.06 -0.09
25 150 -0.07 -037 -028 -0.22 -0.10 -053 -046 -0.37
50 150 -0.14 030 -0.28 -0.25 -042 -066 -064 -0.60
75 150 -0.15 -020 -0.16 -0.18 -055 -068 -0.67 -0.65

Note. *L1 sample size is 3. Highlighted cell indicates the condition where the relative bias is
not within the acceptable range. ICCs, (ICCL1=0.5, ICC»=0.40, ICC3=0.10). ICC; (ICC1=0.5,
ICC.=0.20, ICC3=0.30). ICC3 (ICC.1=0.5, ICC,=0.25, ICC_35=0.25). ICC,4 (ICC.1=0.5,
ICC,=0.30, ICC_5=0.20).
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Table B21.

Relative Bias Values of o, 4,

Sample

Size* L1L2 Model L1L2L3 Model
L2 L3 ICC1 ICC2 ICC3 ICC4 ICC1 ICC2 ICC3 ICC4
10 30 128 -004 0.02 0.24 089 -023 -0.08 0.12
25 30 004 -094 -067 -0.63 -0.24 -087 -0.81 -0.63
50 30 -059 -140 -135 -1.15 -0.71 -146 -143 -1.25
75 30 -085 -125 -1.28 -1.28 -1.15  -147  -148  -145
10 100 026 -026 -017 -0.29 -0.15 -030 -0.33 -0.37
25 100 -0.57 -1.07 -0.98 -0.85 -0.75 -123 -116 -1.09
50 100 -0.79 -087 -093 -094 -125  -132 -134 -1.38
75 100 -0.71  -066 -0.67 -0.63 -139  -128 -1.29 -132
10 150 002 -018 -025 -0.24 030 -035 -031 -044
25 150 -060 -093 -0.88 -0.84 -090 -124 -120 -112
50 150 -0.64 -063 -0.69 -0.69 -132 -126 -1.28 -1.32
75 150 -050 -043 -038 -042 -1.36 -1.22  -124 -1.27

Note. *L1 sample size is 3.

Highlighted cell indicates the condition where the relative bias is
not within the acceptable range. ICC, (ICC1=0.5, ICC»=0.40, ICC3=0.10). ICC;
(ICCL1=0.5, ICC»=0.20, ICC3=0.30). ICC3 (ICC.1=0.5, ICC»=0.25, ICC3=0.25). ICC4
(ICCL1=0.5, ICC»=0.30, ICC5=0.20).
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Table B22.

Relative Bias Values of o, 4,

Sample

Size* L1L2 Model L1L2L3 Model
L2 L3 ICC1 ICC2 ICC3 ICC4 ICC1 ICC2 ICC3 ICC4
10 30 -0.26 -0.15 -0.27 -0.20 023 -029 -028 -0.23
25 30 -0.18 -096 -0.68 -0.66 -0.40 -080 -0.75 -051
50 30 -059 -159 -146 -1.23 -0.57 -166 -157 -1.28
75 30 -091 -146 -142 -143 -1.04  -172 -170 -1.64
10 100 -020 -021 -019 -0.33 -0.36 -0.23 -0.27 -0.29
25 100 -052 -1.09 -098 -0.82 -053 -128 -1.17 -1.05
50 100 -082 -095 -100 -0.99 -122 -145  -146  -1.48
75 100 -068 -0.72 -072 -0.74 -145 142 -143  -145
10 150 -0.32 -023 -022 -031 029 -029 026 -0.39
25 150 -0.60 -0.95 -0.89 -0.80 -0.70 -1.30 -1.23 -1.10
50 150 -0.62 -069 -0.70 -0.69 -132 -137  -138 -1.40
75 150 -052 -048 -040 -0.49 -141 134 -135 -1.37

Note. *L1 sample size is 3. Highlighted cell indicates the condition where the relative bias is
not within the acceptable range. ICCs, (ICCL1=0.5, ICC»=0.40, ICC3=0.10). ICC; (ICC1=0.5,

ICC»=0.20, ICC5=0.30). ICC3 (ICCL1=0.5, ICC,=0.25, ICC5=0.25). ICC, (ICC.1=0.5,
ICCL2=0.30, ICC5=0.20).
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Table C1.

RMSE Values of y400
SZ”I‘ZF’JE L1 Model L1L2 Model L1L2L3 Model

L2 L3 ICCL ICC2 ICC3 1ICC4 ICCl1 ICC2 ICC3 1ICC4 ICCl ICC2 ICC3 ICC4

10 30 035 028 031 032 032 030 030 033 035 031 031 031
25 30 021 018 018 021 021 019 020 020 022 019 020 0.20
5 30 015 013 013 014 016 012 013 014 015 013 013 014
7 3 012 010 011 011 013 010 012 012 012 011 011 012

10 100 018 016 016 018 019 016 017 017 019 017 016 0.18
25 100 011 010 010 010 012 010 010 0211 012 010 010 011
50 100 0.08 ©0.07 0.08 o007 009 007 008 008 008 0.07 008 007
75 100 007 006 006 006 007 006 006 007 006 006 0.06 0.06

10 150 015 013 013 014 015 013 014 014 016 014 014 0.14
25 150 009 008 009 009 010 009 009 009 009 0.08 0.09 0.09
50 150 0.07 006 0.06 006 0.07 007 007 007 007 006 0.06 0.06
75 150 005 005 005 005 006 005 005 006 006 005 005 005

Sample L1L2 No L3 L1L2L3 No L3
Size Covariance Model Covariance Model

L2 L3 ICC1L ICC2 ICC3 ICC4 ICCl ICC2 ICC3 IcCC4
10 30 035 030 031 034 034 030 030 031
25 30 022 020 018 020 022 019 019 0.2
50 30 015 013 013 014 014 013 014 0.14
75 30 012 010 0211 0211 022 021 011 0122
10 100 018 017 018 019 018 016 0.17 0.18
25 100 012 010 0211 011 011 010 011 0112
50 100 0.08 0.07r 008 007 009 008 0.08 0.08
75 100 0.07 005 006 006 0.07 0.06 0.07 0.07
10 150 015 0213 0214 015 015 013 014 0214
25 150 010 008 008 009 010 0.09 0.09 o0.10
50 150 0.07 0.06 0.06 006 007 0.06 0.06 0.07
75 150 005 005 005 005 006 005 0.05 0.06

Note. *L1 sample size is 3. ICC1, (ICCL1=0.5, ICCL2=0.40, ICCL3=0.10). ICC2 (ICCL1=0.5, ICCL2=0.20,
ICCL3=0.30). ICC3 (ICCL1=0.5, ICCL2=0.25, ICCL3=0.25). ICC4 (ICCL1=0.5, ICCL2=0.30, ICCL3=0.20).
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Table C2.

RMSE Values of y410
Sample L1L2 L1L2L3
Size*

L2 L3 ICC1 ICC2 IcC3 ICC4 IcC1 ICC2 ICC3 ICC4
10 30 0.06 0.05 0.06 0.06 0.04 0.04 0.04 0.03
25 30 0.05 0.05 0.05 0.05 0.02 0.02 0.02 0.02
50 30 0.05 0.05 0.05 0.05 0.02 0.01 0.02 0.02
75 30 0.06 0.06 0.06 0.06 0.01 0.01 0.01 0.01
10 100 0.05 0.05 0.05 0.05 0.02 0.02 0.02 0.02
25 100 0.06 0.05 0.06 0.05 0.01 0.01 0.01 0.01
50 100 0.07 0.07 0.07 0.07 0.01 0.01 0.01 0.01
75 100 0.08 0.08 0.08 0.08 0.01 0.01 0.01 0.01
10 150 0.05 0.06 0.05 0.05 0.02 0.02 0.02 0.02
25 150 0.06 0.07 0.07 0.06 0.01 0.01 0.01 0.01
50 150 0.08 0.08 0.08 0.08 0.01 0.01 0.01 0.01
75 150 0.09 0.09 0.09 0.09 0.01 0.00 0.01 0.01
Sample L1L2 L1L2L3

Size* No L3 Covariance No L3 Covariance

L2 L3 ICC1 ICC2 ICC3 ICC4 ICC1 ICC2 ICC3 ICC4
10 30 0.06 0.05 0.05 0.05 0.04 0.03 0.04 0.04
25 30 0.05 0.04 0.05 0.05 0.02 0.02 0.02 0.02
50 30 0.05 0.05 0.05 0.06 0.02 0.04 0.01 0.02
75 30 0.06 0.06 0.06 0.06 0.01 0.01 0.01 0.01
10 100 0.05 0.05 0.05 0.05 0.02 0.02 0.02 0.02
25 100 0.06 0.06 0.06 0.06 0.01 0.01 0.01 0.01
50 100 0.07 0.07 0.08 0.07 0.01 0.01 0.01 0.01
75 100 0.08 0.08 0.08 0.08 0.01 0.01 0.01 0.01
10 150 0.05 0.06 0.05 0.05 0.02 0.01 0.02 0.02
25 150 0.07 0.06 0.07 0.07 0.01 0.01 0.01 0.01
50 150 0.08 0.08 0.08 0.08 0.01 0.01 0.01 0.01
75 150 0.09 0.09 0.09 0.09 0.01 0.01 0.01 0.01

Note. *L1 sample size is 3. ICCy, (ICC.1=0.5, ICC>=0.40, ICC3=0.10). ICC, (ICC.1=0.5,
ICC2=0.20, ICC3=0.30). ICC3 (ICC.1=0.5, ICC»=0.25, ICC3=0.25). ICC4 (ICC.1=0.5,
ICC2=0.30, ICC3=0.20).
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Table C3.

RMSE Values of y, 4,
Sg‘:gzie L1 Model L1L2 Model L1L2L3 Model

L2 L3 ICC1 ICC2 ICC3 ICC4 ICC1 ICC2 ICC3 ICC4 ICC1 ICC2 ICC3 ICC4

10 30 018 019 018 019 o018 019 018 019 019 019 019 019
25 3 012 012 011 o012 012 0212 012 012 012 012 011 o011
5 30 008 008 008 008 009 008 008 008 008 009 0.08 0.08
7% 30 006 006 007 o007 007 007 007 007 007 007 007 0.07

10 100 011 010 010 041 011 010 010 010 0211 011 010 011
25 100 006 006 006 006 006 006 006 007 006 0.06 007 0.07
50 100 005 004 005 005 005 005 005 005 004 005 005 0.04
75 100 004 004 004 004 004 004 004 004 004 004 004 0.04

10 150 0.09 008 008 0.08 0.08 008 008 0.08 009 009 0.08 0.09
25 150 005 005 005 005 005 005 005 005 005 006 005 0.05
50 150 004 004 004 004 004 004 004 004 004 004 004 0.04
75 150 003 003 003 003 003 003 003 003 003 003 003 0.03

Sample L1L2 No L3 L1L2L3 No L3
Size* Covariance Model Covariance Model

L2 L3 ICCL ICC2 ICC3 1ICC4 ICCl ICC2 ICC3 ICcC4
10 30 018 019 019 019 019 018 020 0.21
25 30 012 011 021 012 012 013 012 012
50 30 0.08 0.08 008 008 008 0.09 008 0.08
75 30 0.0vr 0.0 0.07r 0.07 0.07 0.07 0.07 o0.07
10 100 011 0211 021 020 020 020 020 011
25 100 0.07 0.06 007 007 0.07 0.07 006 0.07
50 100 005 005 005 004 005 005 005 0.05
75 100 0.04 0.04 004 004 004 004 004 004
10 150 008 008 009 009 0.09 0.08 0.09 0.09
25 150 005 005 005 006 006 005 0.05 0.05
50 150 0.04 0.03 004 004 004 004 004 004
75 150 0.03 0.03 003 003 003 003 003 0.03

Note. *L1 sample size is 3. ICC1, (ICCL1=0.5, ICCL2=0.40, ICCL3=0.10). ICC2 (ICCL1=0.5, ICCL2=0.20,
ICCL3=0.30). ICC3 (ICCL1=0.5, ICCL2=0.25, ICCL3=0.25). ICC4 (ICCL1=0.5, ICCL2=0.30, ICCL3=0.20).
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Table C4.

RMSE Values of y, 1,
Sample L1L2 Model L1L2L3 Model
L2 L3 ICC1 ICC2 ICC3 ICC4 ICC1 ICC2 ICC3 ICC4
10 30 0.023 0.024 0.023 0.023 0.023 0.022 0.022 0.021
25 30 0.015 0.015 0.014 0.014 0.013 0.013 0.013 0.013
50 30 0.010 0.011 0.011 o0.011 0.009 0.008 0.010 0.009
75 30 0.010 0.009 0.010 0.010 0.008 0.008 0.008 0.008
10 100 0.014 0.013 0.014 0.013 0.012 0.012 0.012 0.012
25 100 0.009 0.009 0.009 0.009 0.007 0.008 0.007 0.007
50 100 0.008 0.008 0.007 0.007 0.005 0.005 0.005 0.005
75 100 0.006 0.006 0.006 0.006 0.004 0.004 0.004 0.004
10 150 0.012 0.011 0.011 0.013 0.010 0.009 0.009 0.010
25 150 0.008 0.009 0.009 0.008 0.006 0.006 0.006 0.006
50 150 0.007 0.007 0.007 0.007 0.004 0.004 0.004 0.004
75 150 0.006 0.006 0.006 0.006 0.003 0.003 0.003 0.003
Sample L1L2 No L3 L1L2L3 No L3
Size* Covariance Model Covariance Model
L2 L3 ICC1 ICC2 ICC3 ICC4 ICC1 ICC2 ICC3 ICC4

10 30 0.024 0.023 0.023 0.023 0.023 0.021 0.024 0.022
25 30 0.016 0.014 0.015 0.015 0.013 0.014 0.013 0.013
50 30 0.010 0.010 0.011 0.011 0.010 0.009 0.009 0.009
75 30 0.009 0.010 0.010 0.009 0.007 0.008 0.008 0.007
10 100 0.013 0.013 0.013 0.014 0.012 0.012 0.012 0.011
25 100 0.010 0.009 0.009 0.009 0.007 0.007 0.007 0.007
50 100 0.008 0.007 0.007 0.007 0.005 0.005 0.005 0.005
75 100 0.006 0.006 0.006 0.006 0.004 0.004 0.004 0.004
10 150 0.011 0.012 0.012 0.011 0.010 0.010 0.010 0.010
25 150 0.008 0.008 0.008 0.008 0.006 0.006 0.006 0.006
50 150 0.007 0.006 0.006 0.006 0.004 0.004 0.004 0.004
75 150 0.006 0.006 0.006 0.006 0.003 0.003 0.003 0.003

Note. *L1 sample size is 3. ICCy, (ICC1=0.5, ICC2=0.40, ICC3=0.10). ICC; (ICC1=0.5,
ICC»=0.20, |CC|_3=0.30). ICCs (|CC|_1=0.5, ICC2=0.25, |CC|_3=0.25). ICC4 (|CC|_1=0.5,
ICC2=0.30, ICC3=0.20).
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Table C5.

RMSE Values of y401

S L1L2L3 Model Covariance Motk

L2 L3 ICC1 ICC2 ICC3 ICC4 ICC1 ICC2 ICC3 ICC4
10 30 0.17 0.22 0.21 0.20 0.17 0.22 0.20 0.19
25 30 0.22 0.33 0.29 0.26 0.22 0.29 0.29 0.29
50 30 0.27 0.42 0.40 0.36 0.29 0.46 0.41 0.38
75 30 0.33 0.50 0.48 0.43 0.31 0.49 0.49 0.47
10 100 0.08 0.12 0.11 0.10 0.09 0.12 0.11 0.09
25 100 0.12 0.16 0.16 0.15 0.11 0.16 0.16 0.14
50 100 0.15 0.23 0.20 0.19 0.14 0.23 0.22 0.19
75 100 0.17 0.29 0.24 0.23 0.17 0.27 0.25 0.23
10 150 0.07 0.09 0.09 0.08 0.07 0.09 0.09 0.09
25 150 0.09 0.14 0.13 0.12 0.09 0.13 0.12 0.12
50 150 0.11 0.19 0.18 0.15 0.11 0.18 0.17 0.16
75 150 0.14 0.22 0.21 0.18 0.14 0.22 0.21 0.18

Note. *L1 sample size is 3. ICCy, (ICC1=0.5, ICC2=0.40, ICC3=0.10). ICC; (ICC1=0.5,
ICC2=0.20, ICC3=0.30). ICCs (ICC.1=0.5, ICC>=0.25, ICC_3=0.25). ICC4 (ICC_1=0.5,
ICCL2=0.30, ICC3=0.20).
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Table C6.

RMSE Values of y411
mpl L1L2L3 No L
Sgizg*e L1123 Model Covarian:i:e I(\)/Iogel
L2 L3 ICC1 ICC2 ICC3 ICC4 ICC1 ICC2 ICC3 ICC4
10 30 0.013 0.015 0.014 0.014 0.013 0.014 0.013 0.014
25 30 0.015 0.015 0.016 0.015 0.014 0.016 0.016 0.015
50 30 0.017 0.019 0.018 0.017 0.016 0.018 0.019 0.017
75 30 0.017 0.020 0.021 0.018 0.017 0.022 0.019 0.020
10 100 0.007 0.007 0.007 0.007 0.008 0.007 0.007 0.007
25 100 0.007 0.009 0.008 0.008 0.007 0.008 0.008 0.008
50 100 0.008 0.010 0.010 0.009 0.008 0.010 0.010 0.009
75 100 0.009 0.011 0.010 0.010 0.009 0.011 0.011 0.010
10 150 0.006 0.006 0.006 0.006 0.006 0.006 0.006 0.006
25 150 0.006 0.007 0.007 0.006 0.006 0.007 0.006 0.007
50 150 0.007 0.008 0.008 0.008 0.007 0.008 0.008 0.007
75 150 0.007 0.009 0.008 0.008 0.007 0.009 0.008 0.008

Note. *L1 sample size is 3. ICCy, (ICC1=0.5, ICC»=0.40, ICC3=0.10). ICC; (ICC1=0.5,
ICC2=0.20, ICC3=0.30). ICCs (ICC.1=0.5, ICC>=0.25, ICC5=0.25). ICC4 (ICC_1=0.5,
ICC2=0.30, ICC3=0.20).
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Table C7.

RMSE Values of y, 4,
S L
L2 L3 ICC1 ICC2 ICC3 ICC4 ICC1 ICC2 ICC3 ICC4
10 30 0.11 0.16 0.14 0.14 0.11 0.15 0.15 0.13
25 30 0.14 0.21 0.21 0.18 0.14 0.23 0.20 0.20
50 30 0.19 0.31 0.27 0.24 0.18 0.32 0.27 0.27
75 30 0.22 0.38 0.33 0.30 0.22 0.36 0.33 0.30
10 100 0.06 0.09 0.07 0.07 0.06 0.08 0.07 0.07
25 100 0.07 0.12 0.11 0.10 0.07 0.12 0.11 0.10
50 100 0.10 0.16 0.15 0.13 0.10 0.15 0.14 0.14
75 100 0.12 0.21 0.18 0.16 0.12 0.21 0.18 0.16
10 150 0.04 0.07 0.06 0.06 0.05 0.06 0.06 0.06
25 150 0.06 0.10 0.09 0.09 0.06 0.10 0.08 0.08
50 150 0.08 0.13 0.12 0.11 0.08 0.13 0.12 0.11
75 150 0.10 0.16 0.15 0.13 0.10 0.17 0.15 0.13

Note. *L1 sample size is 3. ICCy, (ICC1=0.5, ICC2=0.40, ICC3=0.10). ICC (ICC.1=0.5,
ICC2=0.20, ICC3=0.30). ICCs (ICC.1=0.5, ICC>=0.25, ICC5=0.25). ICC4 (ICC_1=0.5,
ICCL2=0.30, ICC5=0.20).

222



Table C8.

RMSE Values of y,14
S L
L2 L3 ICC1 ICC2 ICC3 ICC4 ICC1 ICC2 ICC3 ICC4
10 30 0.008 0.010 0.009 0.008 0.008 0.009 0.009 0.009
25 30 0.009 0.010 0.010 0.010 0.008 0.010 0.009 0.009
50 30 0.009 0.012 0.011 o0.011 0.009 0.012 0.011 0.010
75 30 0.010 0.014 0.012 0.011 0.010 0.014 0.012 0.012
10 100 0.004 0.004 0.004 0.004 0.004 0.005 0.004 0.004
25 100 0.004 0.005 0.005 0.005 0.004 0.005 0.005 0.005
50 100 0.005 0.006 0.006 0.006 0.005 0.006 0.006 0.006
75 100 0.005 0.007 0.007 0.006 0.005 0.007 0.007 0.006
10 150 0.004 0.004 0.004 0.003 0.003 0.004 0.004 0.003
25 150 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004
50 150 0.004 0.005 0.005 0.005 0.004 0.005 0.005 0.005
75 150 0.004 0.006 0.005 0.005 0.004 0.006 0.006 0.005

Note. *L1 sample size is 3. ICCy, (ICC1=0.5, ICC2=0.40, ICC3=0.10). ICC; (ICC1=0.5,

ICC2=0.20, ICC3=0.30). ICCs (ICC.1=0.5, ICC=0.25, ICC_3=0.25). ICC4 (ICC_1=0.5,
ICC2=0.30, ICC3=0.20).
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Table C9.

RMSE Values of 62
Sasr?f;e L1 Model L1L2 Model L1L2L3 Model

L2 L3 ICC1 ICC2 ICC3 1ICC4 ICCl1 ICC2 ICC3 ICC4 ICC1 ICC2 ICC3 ICC4

10 30 134 144 144 142 145 143 150 142 145 138 142 135
25 30 093 08 09 091 09 092 08 08 091 087 09 0.89
50 30 066 062 066 066 062 065 069 064 065 067 065 0.64
75 30 05 053 051 052 052 050 05 052 054 053 053 053

10 100 o0.76 074 078 080 083 078 077 078 083 076 078 0.78
25 100 051 049 047 052 050 049 051 051 051 053 050 048
50 100 038 035 038 036 037 038 037 039 039 037 035 037
75 100 031 029 030 029 030 029 030 031 029 030 031 0.29

10 150 066 064 065 066 065 063 066 062 064 060 062 0.63
25 150 041 040 041 041 043 041 043 042 043 043 043 042
50 150 028 030 031 031 030 028 030 030 031 029 032 029
75 150 026 024 026 025 026 025 025 025 028 024 025 025

Sample L1L2 No L3 L1L2L3 No L3
Size Covariance Model Covariance Model

L2 L3 ICCL ICC2 ICC3 ICC4 ICCl ICC2 ICC3 ICcCC4
10 30 136 137 145 147 143 136 138 142
25 30 088 089 089 091 09 08 084 087
50 30 059 062 063 063 065 063 0.64 0.67
75 30 053 054 052 053 053 054 052 049
10 100 076 080 075 076 081 070 0.85 0.77
25 100 051 053 051 054 053 051 050 052
50 100 034 038 038 037 03 03 03 035
75 100 031 029 029 031 030 028 030 0.30
10 150 066 065 064 063 065 067 062 0.61
25 150 040 044 043 043 043 043 042 046
50 150 031 031 031 030 030 031 029 032
75 150 026 025 026 025 023 024 026 024

Note. *L1 sample size is 3. ICC1, (ICCL1=0.5, ICCL2=0.40, ICCL3=0.10). ICC2 (ICCL1=0.5, ICCL2=0.20,
ICCL3=0.30). ICC3 (ICCL1=0.5, ICCL2=0.25, ICCL3=0.25). ICC4 (ICCL1=0.5, ICCL2=0.30, ICCL3=0.20).
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Table C10.

RMSE Values of o
Sg‘ggﬂf L1 Model L1L2 Model L1L2L3 Model
L2 L3 ICC1 1ICC2 ICC3 ICC4 ICC1L I1CC2 ICC3 ICC4 ICC1L ICC2 ICC3 ICcCc4
10 30 298 234 241 269 494 4.94 5.30 523 277 216 248 241
25 30 1.83 134 150 164 6.95 7.08 7.43 7.11 172 137 154 163
50 30 132 104 107 110 972 848 989 1026 125 105 109 114
75 30 106 08 084 095 13.04 1262 13.02 1186 1.04 087 091 0.92
10 100 1.68 129 138 150 9.06 8.45 8.63 8.67 155 127 141 143
25 100 104 082 085 094 1280 1133 12.03 1138 1.02 0.76 0.86 0.86
50 100 073 0.60 059 062 1683 1745 16.84 16.65 0.69 0.60 0.67 0.67
75 100 058 049 050 053 2043 2064 2028 2053 058 048 051 0.52
10 150 1.32 104 114 122 924 1086 10.17 1087 136 1.05 1.09 121
25 150 083 0.66 070 0.74 1483 1534 16.02 1459 0.86 0.68 0.74 0.75
50 150 0.60 048 048 052 1998 2033 2015 2041 0.60 048 053 054
75 150 049 039 043 044 2333 2316 2411 2333 050 040 041 045
Sample L1L2 No L3 L1L2L3 No L3
Size* Covariance Model Covariance Model
L2 L3 ICC1 ICC2 ICC3 ICC4 ICC1 ICC2 ICC3 Icc4
10 30 599 522 479 553 286 225 246 258
25 30 7.65 5.60 6.67 7.27 181 135 154 158
50 30 8.89 8.97 1022 1108 124 254 106 114
75 30 12,78 13.01 1265 1237 102 083 086 0.92
10 100 7.86 9.17 8.03 8.42 157 130 149 138
25 100 1260 1370 1347 1285 1.04 0.83 085 0.94
50 100 1698 16.85 1854 1734 0.69 056 059 0.63
75 100 2039 2031 2111 1981 056 045 051 053
10 150 10.33 11.27 9.66 930 130 104 106 116
25 150 1532 1522 1514 1628 082 066 072 0.73
50 150 1998 1964 1963 19.73 0.60 048 050 054
75 150 2242 2296 2355 2389 045 038 040 0.44

Note. *L1 sample size is 3. ICC1, (ICCL1=0.5, ICCL2=0.40, ICCL3=0.10). ICC2 (ICCL1=0.5, ICCL2=0.20,
ICCL3=0.30). ICC3 (ICCL1=0.5, ICCL2=0.25, ICCL3=0.25). ICC4 (ICCL1=0.5, ICCL2=0.30, ICCL3=0.20).
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Table C11.

RMSE Values of
Sg‘:gzie L1 Model L1L2 Model L1L2L3 Model

L2 L3 ICC1 ICC2 ICC3 ICC4 ICC1 ICC2 ICC3 ICC4 ICC1L ICC2 ICC3 Icc4

10 30 083 084 08 08 069 08 08 077 075 074 075 0.72
25 30 059 049 054 055 054 052 053 055 054 054 052 054
50 30 039 039 039 038 037 040 042 040 039 040 040 040
75 30 034 031 034 032 034 032 034 031 033 031 038 032

10 100 050 047 047 049 048 048 046 048 047 043 049 047
25 100 033 032 029 031 034 032 033 030 031 029 031 029
50 100 024 021 023 024 025 028 026 027 025 022 023 023
75 100 020 018 019 019 022 025 024 021 020 018 019 0.20

10 150 039 039 042 039 040 037 041 040 039 040 035 0.39
25 150 026 025 025 025 028 030 029 029 029 026 027 028
50 150 019 018 018 020 022 024 024 022 021 019 019 0.2
75 150 017 0415 016 016 019 024 023 023 019 045 016 0.16

Sample L1L2 No L3 L1L2L3 No L3
Size* Covariance Model Covariance Model
L2 L3 ICCL ICC2 ICC3 ICC4 ICCl ICC2 ICC3 Icc4
10 30 074 084 08 082 08 08 083 0.88
25 30 054 061 053 056 055 052 052 055
50 30 041 038 039 041 044 035 037 041
75 30 033 037 031 03 033 031 032 033
10 100 047 050 049 047 046 045 053 046
25 100 032 036 036 033 033 034 032 035
50 100 024 025 026 026 023 023 020 021
75 100 020 023 023 023 019 016 0.18 0.19
10 150 041 043 043 042 041 042 038 0.37
25 150 027 031 033 031 028 029 028 0.28
50 150 022 025 023 023 019 019 018 0.20
75 150 019 023 022 022 016 014 016 0.15

Note. *L1 sample size is 3. ICC1, (ICCL1=0.5, ICCL2=0.40, ICCL3=0.10). ICC2 (ICCL1=0.5, ICCL2=0.20,
ICCL3=0.30). ICC3 (ICCL1=0.5, ICCL2=0.25, ICCL3=0.25). ICC4 (ICCL1=0.5, ICCL2=0.30, ICCL3=0.20).
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Table C12.

RMSE Values of a7,

Sgrlrz‘g!f L1 Model L1L2 Model L1L2L3 Model

L2 L3 ICC1 ICC2 ICC3 ICC4 ICC1 ICC2 ICC3 ICC4 ICC1 ICC2 ICC3 ICcc4
10 30 124 170 158 161 122 219 203 175 121 235 207 174
25 30 082 109 104 09 089 39 277 217 090 375 287 199
50 30 052 075 069 063 103 544 431 310 1.02 571 453 324
75 30 042 065 059 055 129 538 441 347 138 59 490 3.77
10 100 0.76 096 098 091 092 249 198 184 092 232 201 178
25 100 041 059 057 053 116 567 445 321 115 612 481 354
50 100 029 039 038 035 159 557 470 375 189 680 562 4.47
75 100 022 032 032 029 158 500 423 332 215 682 567 452
10 150 065 081 070 071 094 272 231 181 09 275 220 200
25 150 034 045 045 040 133 566 454 341 145 659 525 3.89
50 150 023 034 032 030 160 520 437 343 213 7.00 582 4.63
75 150 018 026 026 023 146 456 355 298 228 7.03 584 4.66
Sample L1L2 No L3 L1L2L3 No L3

Size* Covariance Model Covariance Model

L2 L3 ICC1 ICC2 ICC3 ICC4 ICCl1 ICC2 ICC3 ICC4
10 30 129 251 211 174 124 271 210 168
25 30 099 460 348 244 093 454 352 247
50 30 122 552 437 323 116 576 463 348
75 30 146 542 450 351 155 595 492 385
10 100 092 405 297 221 094 412 315 234
25 100 136 591 469 368 146 650 528 3.93
50 100 165 570 448 367 200 6.80 563 448
75 100 162 553 430 349 218 6.82 567 452
10 150 102 460 360 254 098 492 376 258
25 150 149 59 488 371 166 6.88 567 436
50 150 165 539 446 353 219 7.01 582 464
75 150 153 508 400 297 230 7.02 584 466

Note. *L1 sample size is 3. ICC1, (ICCL1=0.5, ICCL2=0.40, ICCL3=0.10). ICC2 (ICCL1=0.5, ICCL2=0.20,
ICCL3=0.30). ICC3 (ICCL1=0.5, ICCL2=0.25, ICCL3=0.25). ICC4 (ICCL1=0.5, ICCL2=0.30, ICCL3=0.20).
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Table C13.

RMSE Values of a7,
Sg';gle L1L2 Model L1L2L3 Model
L2 L3 ICC1 ICC2 ICC3 Icc4 ICC1 ICC2 ICC3 ICC4
10 30 0.011 0.009 0.009 0.010 0.009 0.008 0.008 0.008
25 30 0.004 0.005 0.005 0.005 0.003 0.005 0.004 0.004
50 30 0.002 0.005 0.004 0.003 0.002 0.006 0.004 0.003
75 30 0.002 0.006 0.005 0.004 0.001 0.006 0.005 0.004
10 100 0.005 0.005 0.005 0.005 0.004 0.005 0.005 0.004
25 100 0.002 0.006 0.005 0.003 0.002 0.006 0.005 0.003
50 100 0.002 0.007 0.005 0.004 0.002 0.007 0.006 0.005
75 100 0.002 0.006 0.005 0.004 0.002 0.008 0.006 0.005
10 150 0.004 0.005 0.005 0.004 0.003 0.005 0.004 0.004
25 150 0.002 0.006 0.005 0.004 0.001 0.007 0.005 0.004
50 150 0.002 0.006 0.005 0.004 0.002 0.008 0.006 0.005
75 150 0.002 0.006 0.005 0.004 0.002 0.008 0.007 0.005
Sample L1L2 No L3 L1L2L3 No L3
Size* Covariance Model Covariance Model
L2 L3 ICC1 ICC2 ICC3 ICC4 ICC1 ICC2 ICC3 ICC4
10 30 0.007 0.007 0.008 0.007 0.006  0.007 0.007 0.007
25 30 0.003 0.004 0.004 0.004 0.003 0.004 0.004 0.003
50 30 0.002 0.006 0.004 0.003 0.002 0.006 0.004 0.003
75 30 0.002 0.006 0.005 0.004 0.001 0.006 0.005 0.004
10 100 0.004 0.005 0.005 0.004 0.003 0.004 0.004 0.004
25 100 0.002 0.007 0.005 0.004 0.001 0.006 0.005 0.003
50 100 0.002 0.008 0.006 0.005 0.002 0.007 0.006 0.005
75 100 0.002 0.008 0.007 0.005 0.002 0.008 0.006 0.005
10 150 0.003 0.005 0.004 0.004 0.003 0.004 0.004 0.003
25 150 0.002 0.007 0.006 0.004 0.001 0.007 0.006 0.004
50 150 0.002 0.008 0.007 0.005 0.002 0.008 0.006 0.005
75 150 0.003 0.008 0.007 0.005 0.002 0.008 0.007 0.005

Note. *L1 sample size is 3. ICCy, (ICC.1=0.5, ICC»=0.40, ICC3=0.10). ICC, (ICC1=0.5,
ICC»=0.20, |CC|_3=0.30). ICCs (|CC|_1=0.5, ICC2=0.25, |CC|_3=0.25). ICC4 (|CC|_1=0.5,
ICC2=0.30, ICC3=0.20).
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Table C14.

RMSE Values of a7,
Sg':gzie L1 Model L1L2 Model L1L2L3 Model
L2 L3 ICC1 ICC2 ICC3 ICC4 ICC1 ICC2 ICC3 ICC4 ICC1 ICC2 ICC3 ICC4
10 30 049 082 075 065 049 104 089 076 051 115 091 0.76
25 30 030 050 045 041 037 200 138 1.09 041 18 146 0.99
50 30 020 034 033 028 051 275 218 157 051 289 230 165
75 30 016 029 026 025 064 272 223 176 071 302 248 191
10 100 028 041 040 035 041 122 097 088 041 116 098 0.89
25 100 016 028 024 023 059 287 225 163 058 310 244 180
50 100 011 0219 017 015 081 281 237 190 097 344 284 227
75 100 0.09 015 014 012 080 252 213 168 110 345 287 229
10 150 023 034 031 029 044 136 116 089 045 139 111 1.01
25 150 013 022 019 019 068 28 230 173 074 333 266 198
50 150 0.08 015 0214 012 081 262 220 173 109 354 294 234
75 150 0.07 012 011 010 073 230 179 150 116 355 295 236
Sample L1L2 No L3 L1L2L3 No L3
Size* Covariance Model Covariance Model
L2 L3 ICC1 ICC2 ICC3 1ICC4 ICCl1 ICC2 ICC3 ICC4
10 30 047 125 098 076 046 132 102 0.80
25 30 045 232 177 124 042 230 180 1.27
50 30 063 280 222 164 059 292 234 178
75 30 074 274 227 178 079 301 249 195
10 100 043 204 151 111 044 209 160 1.19
25 100 069 299 237 187 075 329 268 2.00
50 100 084 283 227 18 102 343 285 227
75 100 082 279 217 176 111 344 287 229
10 150 050 234 183 129 049 250 192 132
25 150 076 301 247 188 085 348 287 222
50 150 084 272 225 178 112 354 294 235
75 150 0.77 257 202 150 117 355 295 236

Note. *L1 sample size is 3. ICC1, (ICCL1=0.5, ICCL2=0.40, ICCL3=0.10). ICC2 (ICCL1=0.5, ICCL2=0.20,
ICCL3=0.30). ICC3 (ICCL1=0.5, ICCL2=0.25, ICCL3=0.25). ICC4 (ICCL1=0.5, ICCL2=0.30, ICCL3=0.20).
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Table C15.

RMSE Values of o7,
S%nge L1L2 Model L1L2L3 Model
L2 L3 ICC1 ICC2 ICC3 ICC4 ICC1 ICC2 ICC3 ICC4
10 30 0.004 0.004 0.003 0.003 0.003 0.003 0.003 0.003
25 30 0.001 0.002 0.002 0.002 0.001 0.002 0.002 0.001
50 30 0.001 0.002 0.002 0.001 0.001 0.002 0.002 0.001
75 30 0.001 0.002 0.002 0.001 0.001 0.002 0.002 0.001
10 100 0.002 0.002 0.002 0.002 0.001 0.002 0.002 0.002
25 100 0.001 0.002 0.002 0.001 0.001 0.002 0.002 0.001
50 100 0.001 0.003 0.002 0.002 0.001 0.003 0.002 0.002
75 100 0.001 0.002 0.002 0.002 0.001 0.003 0.002 0.002
10 150 0.002 0.003 0.002 0.002 0.001 0.002 0.002 0.001
25 150 0.001 0.003 0.002 0.002 0.001 0.003 0.002 0.001
50 150 0.001 0.003 0.002 0.002 0.001 0.003 0.002 0.002
75 150 0.001 0.002 0.002 0.002 0.001 0.003 0.003 0.002
Sample L1L2 No L3 L1L2L3 No L3
Size Covariance Model Covariance Model
L2 L3 ICC1 ICC2 ICC3 ICC4 ICC1 ICC2 ICC3 ICC4
10 30 0.002 0.003 0.003 0.002 0.002 0.003 0.003 0.003
25 30 0.001 0.002 0.001 0.001 0.001 0.002 0.001 0.001
50 30 0.001 0.002 0.002 0.001 0.001 0.002 0.002 0.001
75 30 0.001 0.002 0.002 0.001 0.001 0.002 0.002 0.001
10 100 0.001 0.002 0.001 0.001 0.001 0.002 0.002 0.002
25 100 0.001 0.002 0.002 0.001 0.001 0.002 0.002 0.001
50 100 0.001 0.003 0.002 0.002 0.001 0.002 0.002 0.002
75 100 0.001 0.003 0.002 0.002 0.001 0.002 0.002 0.002
10 150 0.001 0.002 0.001 0.001 0.001 0.002 0.002 0.001
25 150 0.001 0.003 0.002 0.002 0.001 0.002 0.002 0.002
50 150 0.001 0.003 0.002 0.002 0.001 0.002 0.002 0.002
75 150 0.001 0.003 0.003 0.002 0.001 0.002 0.002 0.001

Note. *L1 sample size is 3. ICCy, (ICC.1=0.5, ICC»=0.40, ICC3=0.10). ICC, (ICC1=0.5,
ICCL2=0.20, ICC5=0.30). ICC3 (ICC.1=0.5, ICC»=0.25, ICC5=0.25). ICC4 (ICC.1=0.5,

ICC2=0.30, ICC3=0.20).
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Table C16.

RMSE Values of o,
SaS”i‘Zp;e L1 Model L1L2 Model L1L2L3 Model

L2 L3 ICC1 1ICC2 ICC3 ICC4 ICC1 ICC2 ICC3 ICC4 ICC1L ICC2 ICC3 ICC4

10 30 123 115 114 120 111 110 118 120 113 105 111 111
25 30 081 067 075 0v6 08 075 078 08 076 073 072 074
50 30 058 053 052 052 063 061 064 065 058 053 054 057
75 30 048 043 044 045 055 058 058 057 046 042 047 044

10 100 o077 066 066 072 079 071 071 072 068 061 069 0.65
25 100 047 043 040 044 054 053 056 052 044 038 043 0.40
50 100 034 030 030 031 055 057 05 054 033 029 033 032
75 100 028 025 025 02 055 061 059 056 027 024 025 0.26

10 150 057 052 057 05 065 064 062 064 059 054 050 0.58
25 150 039 035 035 03 051 057 05 054 040 035 038 0.36
50 150 028 025 025 027 052 058 059 056 028 025 027 0.27
75 150 023 020 022 022 055 065 063 063 024 020 021 0.22

Sample L1L2 No L3 L1L2L3 No L3
Size Covariance Model Covariance Model
L2 L3 ICC1 ICC2 ICC3 1ICC4 ICCl ICC2 ICC3 IcCc4
10 30 119 111 113 118 122 112 113 115
25 30 082 078 074 078 077 067 075 0.75
50 30 060 054 057 059 060 050 052 054
75 30 056 053 051 055 046 041 043 045
10 100 075 070 070 073 068 065 072 0.63
25 100 053 052 054 051 046 041 043 047
50 100 049 044 048 048 031 030 029 0.29
75 100 049 048 048 049 026 023 025 0.26
10 150 067 060 064 060 057 054 050 054
25 150 049 049 050 052 037 035 036 037
50 150 048 047 047 048 027 025 025 0.28
75 150 049 050 050 054 022 019 021 021

Note. *L1 sample size is 3. ICC1, (ICCL1=0.5, ICCL2=0.40, ICCL3=0.10). ICC2 (ICCL1=0.5, ICCL2=0.20,
ICCL3=0.30). ICC3 (ICCL1=0.5, ICCL2=0.25, ICCL3=0.25). ICC4 (ICCL1=0.5, ICCL2=0.30, ICCL3=0.20).
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Table C17.

RMSE Values of gy, 4,
Sg?;g!f L1L2 Model L1L2L3 Model
L2 L3 ICCL ICC2 ICC3  ICC4 ICCL ICC2 ICC3 ICC4
10 30 008 013 012 0.2 008 013 011 0.0
25 30 005 015 012  0.10 005 013 011 0.9
50 30 005 018 015 0.1 004 018 015 011
75 30 005 017 014  0.12 005 018 015 012
10 100 006 009 009 0.8 005 008 008 007
25 100 005 014 012 0.9 004 015 012 0.0
50 100 005 013 012 0.9 005 016 013 011
75 100 004 012 010  0.08 005 015 013  0.10
10 150 005 009 008 007 005 008 007 007
25 150 005 013 011 0.9 004 015 012 0.9
50 150 004 012 010  0.08 005 015 013  0.10
75 150 004 010 008  0.07 005 015 012 0.0

Note. *L1 sample size is 3. ICCy, (ICC1=0.5, ICC2=0.40, ICC3=0.10). ICC; (ICC1=0.5,

ICC2=0.20, ICC3=0.30). ICCs (ICC.1=0.5, ICC>=0.25, ICC5=0.25). ICC4 (ICC_1=0.5,
ICC2=0.30, ICC3=0.20).
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Table C18.

RMSE Values of gy, 4, ,

Sg';gie L1 Model L1L2 Model L1L2L3 Model

L2 L3 ICCl ICC2 ICC3 ICC4 ICCl ICC2 ICC3 ICC4 ICCl ICC2 ICC3 ICC4
10 30 076 135 117 105 069 149 131 110 066 164 128 105
25 30 050 108 095 080 057 307 215 173 060 283 222 150
50 30 040 101 085 069 08. 414 331 240 078 425 341 2.45
75 30 037 095 08 069 10l 405 333 265 107 440 362 281
10 100 050 101 087 075 058 152 123 115 058 142 123 116
25 100 034 090 077 064 074 335 265 194 074 360 285 2.14
50 100 032 090 075 061 096 322 273 219 115 392 326 261
75 100 031 087 074 060 093 288 243 193 128 391 326 261
10 150 042 096 080 067 060 157 136 108 061 159 129 121
25 150 035 091 076 062 079 312 253 192 087 363 291 2.9
50 150 030 088 074 059 090 28 238 188 120 380 317 2.54
75 150 030 086 073 058 08. 246 193 162 127 379 316 253

Note. *L1 sample size is 3. ICC1, (ICCL1=0.5, ICCL2=0.40, ICCL3=0.10). ICC2 (ICCL1=0.5, ICCL2=0.20,

ICCL3=0.30). ICC3 (ICCL1=0.5, ICCL2=0.25, ICCL3=0.25). ICC4 (ICCL1=0.5, ICCL2=0.30, ICCL3=0.20).
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Table C19.

RMSE Values of gy, 4, ,

Sg';gle L1L2 Model L1L2L3 Model

L2 L3 ICCI ICC2 ICC3 ICC4 ICC1 ICC2 ICC3 ICC4

10 30 0046 0075 0.067 0.064 0041 0066 0.063 0.061
25 30 0028 0045 0.042 0.037 0024 0039 0037 0.033
50 30 0022 0034 0031 0.026 0016 0028 0.025 0.022
75 30 0017 0030 0.028 0.023 0014 0024 0021 0.019
10 100 0031 0042 0.044 0.039 0026 0.038 0.036 0.033
25 100 0017 0.023 0.024 0.024 0014 0017 0017 0.016
50 100 0013 0020 0017 0.016 0008 0010 0.010 0.009
75 100 0011 0019 0016 0.015 0006 0.008 0.008 0.007
10 150 0026 0041 0.038 0.036 0021 0031 0.027 0.027
25 150 0018 0.022 0021 0.020 0011 0012 0012 0.012
50 150 0012 0019 0016 0.015 0005 0.006 0.006 0.006
75 150 0010 0016 0.015 0.013 0004 0.004 0.004 0.004

Note. *L1 sample size is 3. ICCy, (ICC1=0.5, ICC2=0.40, ICC3=0.10). ICC; (ICC1=0.5,
ICC2=0.20, ICC3=0.30). ICCs (ICC.1=0.5, ICC>=0.25, ICC_3=0.25). ICC4 (ICC_1=0.5,
ICCL2=0.30, ICC3=0.20).
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Table C20.

RMSE Values of gy, 4,

Sg:';gie L1L2 Model L1L2L3 Model

L2 L3 ICCL ICC2 ICC3 ICC4 ICCL ICC2 ICC3 ICC4

10 30 0053 0082 0072 0.071 0050 0074 0.070 0.067
25 30 0032 0036 0041 0.039 0029 0036 0035 0.035
50 30 0021 0021 0024 0.026 0017 0019 0016 0.017
75 30 0.017 0026 0.023 0.020 0012 0021 0016 0.012
10 100 0.034 0044 0045 0.040 0029 0039 0038 0.033
25 100 0.018 0032 0031 0.022 0015 0030 0023 0.018
50 100 0.014 0035 0030 0.024 0.008 0.037 0029 0.022
75 100 0.014 0033 0028 0.024 0010 0038 0031 0.024
10 150 0.029 0041 0.037 0.036 0024 0033 0030 0.029
25 150 0.018 0036 0.030 0.026 0011 0036 0.027 0.020
50 150 0015 0036 0031 0.025 0010 0041 0.033 0025
75 150 0014 0034 0027 0.024 0012 0043 0.035 0.027

Note. *L1 sample size is 3. ICCy, (ICC1=0.5, ICC2=0.40, ICC3=0.10). ICC. (ICC.1=0.5,
ICC2=0.20, ICC3=0.30). ICCs (ICC.1=0.5, ICC>=0.25, ICC_3=0.25). ICC4 (ICC_1=0.5,
ICC2=0.30, ICC3=0.20).
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Table C21.
RMSE Values of gy, 4,

Sample

Size* L1L2 Model L1L2L3 Model
L2 L3 ICC1 ICC2 ICC3 ICC4 ICC1 ICC2 ICC3 ICC4
10 30 0.005 0.005 0.005 0.005 0.004 0.005 0.005 0.004
25 30 0.002 0.005 0.004 0.004 0.002 0.005 0.004 0.003
50 30 0.002 0.006 0.005 0.004 0.002 0.005 0.005 0.004
75 30 0.002 0.005 0.004 0.004 0.002 0.005 0.005 0.004
10 100 0.003 0.004 0.004 0.003 0.002 0.003 0.003 0.003
25 100 0.002 0.005 0.004 0.003 0.002 0.005 0.004 0.003
50 100 0.002 0.004 0.004 0.003 0.002 0.005 0.004 0.003
75 100 0.002 0.004 0.003 0.003 0.002 0.005 0.004 0.003
10 150 0.003 0.004 0.003 0.003 0.002 0.003 0.003 0.003
25 150 0.002 0.004 0.004 0.003 0.002 0.005 0.004 0.003
50 150 0.002 0.004 0.003 0.003 0.002 0.005 0.004 0.003
75 150 0.001 0.003 0.003 0.002 0.002 0.004 0.004 0.003

Note. *L1 sample size is 3. ICCy, (ICC1=0.5, ICC2=0.40, ICC3=0.10). ICC; (ICC1=0.5,
ICC2=0.20, ICC3=0.30). ICCs (ICC.1=0.5, ICC>=0.25, ICC_3=0.25). ICC4 (ICC_1=0.5,

ICC2=0.30, ICC3=0.20).
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Table C22.
RMSE Values of oy, 4, ,
Sample L1L2 Model L1L2L3 Model
Size

PEE ICCL ICC2 ICC3  ICC4 ICCL ICC2 ICC3  ICC4
10 30 0031 0055 0051 0.045 0029 0050 0047 0043
25 30 0020 0056 0044 0,038 0019 0050 0042 0.033
50 30 0019 0063 0052 0.040 0016 0063 0052 0.039
75 30 0019 0060 0051 0.041 0018 0063 0052 0.041
10 100 0021 0038 0035 0.030 0018 0032 0031 0028
25 100 0016 0050 0041 0.032 0015 0052 0042 0.033
50 100 0016 0046 0039 0.032 0017 0053 0044 0.036
75 100 0015 0040 0035 0.028 0018 0052 0043 0.035
10 150 0019 0035 0030 0.027 0016 0031 0027 0.025
25 150 0016 0046 0038 0.030 0015 0050 0041 0.032
50 150 0015 0039 0034 0027 0017 0050 0042 0.034
75 150 0013 0034 0027 0.024 0017 0049 0041 0,033

Note. *L1 sample size is 3. ICCy, (ICC1=0.5, ICC2=0.40, ICC3=0.10). ICC. (ICC.1=0.5,

ICC2=0.20, ICC3=0.30). ICCs (ICC.1=0.5, ICC>=0.25, ICC5=0.25). ICC4 (ICC1=0.5,
ICCL2=0.30, ICC5=0.20).
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APPENDIX D

VISUAL REPRESENTATION OF ABSOLUTE BIAS VALUES
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Absolute Bias Values of yggg
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Figure D1. Plot of Absolute Bias Across Manipulated Factors for yq0.

Notes. Model 1 is L1 Model. Model 2 is L1L2 Model. Model 3 is L1L2 No L3
Covariance Model. Model 4 is L1L2L3 Model. Model 5 is L1L2L3 No L3 Covariance
Model. ICCy, (ICCL1=0.5, ICC2=0.40, ICC13=0.10). ICC, (ICC1=0.5, ICC2=0.20,
ICC13=0.30). ICC3 (ICCL1=0.5, ICC2=0.25, ICC3=0.25). ICC4 (ICCL1=0.5, ICC»=0.30,
ICC3=0.20).
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Absolute Bias Values of yg¢¢
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Figure D2. Plot of Absolute Bias Across Manipulated Factors for y10-

Notes. Model 2 is L1L2 Model. Model 3 is L1L2 No L3 Covariance Model. Model 4 is
L1L2L3 Model. Model 5 is L1L2L3 No L3 Covariance Model. ICC3, (ICC1=0.5,
ICC2=0.40, ICC3=0.10). ICC> (ICCL1=0.5, ICC2=0.20, ICC3=0.30). ICC3 (ICC1=0.5,
ICC2=0.25, ICC3=0.25). ICC4 (ICCL1=0.5, ICC2=0.30, ICC3=0.20).
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Absolute Bias Values of y4q
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Figure D3. Plot of Absolute Bias Across Manipulated Factors for y;¢o.

Notes. Model 1 is L1 Model. Model 2 is L1L2 Model. Model 3 is L1L2 No L3
Covariance Model. Model 4 is L1L2L3 Model. Model 5 is L1L2L3 No L3 Covariance
Model. ICC4, (ICCL1=0.5, ICC2=0.40, ICC3=0.10). ICC> (ICC_1=0.5, ICC>=0.20,
ICC13=0.30). ICC3 (ICC_1=0.5, ICC2=0.25, ICC3=0.25). ICC4 (ICC1=0.5, ICC>=0.30,
ICC3=0.20)
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Absolute Bias Values of yq1g
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Figure DA4. Plot of Absolute Bias Across Manipulated Factors for y; 1.
Notes. Model 2 is L1L2 Model. Model 3 is L1L2 No L3 Covariance Model. Model 4 is
L1L2L3 Model. Model 5 is L1L2L3 No L3 Covariance Model. ICC3, (ICC1=0.5,

ICCL2=0.40, ICC13=0.10). ICC> (ICC_1=0.5, ICC2=0.20, ICC3=0.30). ICC3 (ICC1=0.5,
ICCL2=0.25, ICC3=0.25). ICC4 (ICCL1=0.5, ICC2=0.30, ICC3=0.20)
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Absolute Bias Values of g1
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Figure D5. Plot of Absolute Bias Across Manipulated Factors for y¢4.

Notes. Model 4 is L1L2L3 Model. Model 5 is L1L2L3 No L3 Covariance Model. ICC;y,
(ICCL1=0.5, ICC2=0.40, ICC3=0.10). ICC> (ICC_1=0.5, ICC2=0.20, ICC3=0.30). ICC3
(ICCL1=0.5, ICC2=0.25, ICC3=0.25). ICC4 (ICC_1=0.5, ICC»=0.30, ICC3=0.20).
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Absolute Bias Values of yg14
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Figure D6. Plot of Absolute Bias Across Manipulated Factors for y14.

Notes. Model 4 is L1L2L3 Model. Model 5 is L1L2L3 No L3 Covariance Model. ICC;y,
(ICCL1=0.5, ICC2=0.40, ICC3=0.10). ICC> (ICC_1=0.5, ICC2=0.20, ICC3=0.30). ICC3
(ICCL1=0.5, ICC2=0.25, ICC3=0.25). ICC4 (ICC_1=0.5, ICC»=0.30, ICC3=0.20).
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Absolute Bias Values of y4¢1
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Figure D7. Plot of Absolute Bias Across Manipulated Factors for y;;.
Notes. Model 4 is L1L2L3 Model. Model 5 is L1L2L3 No L3 Covariance Model. ICCy,

(ICCL1=0.5, ICC2=0.40, ICC3=0.10). ICC> (ICC.1=0.5, ICC2=0.20, ICC3=0.30). ICC3
(ICCL1=0.5, ICC2=0.25, ICC13=0.25). ICC4 (ICCL1=0.5, ICC2=0.30, ICC3=0.20).
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Absolute Bias Values of y444
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Figure D8. Plot of Absolute Bias Across Manipulated Factors for y;;.
Notes. Model 4 is L1L2L3 Model. Model 5 is L1L2L3 No L3 Covariance Model. ICCq,

(ICCL1=0.5, ICC2=0.40, ICC3=0.10). ICC> (ICC.1=0.5, ICC2=0.20, ICC3=0.30). ICC3
(ICCL1=0.5, ICC2=0.25, ICC13=0.25). ICC4 (ICCL1=0.5, ICC2=0.30, ICC3=0.20).
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Absolute Bias Values of cz
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Figure D9. Plot of Absolute Bias Across Manipulated Factors for 2.

Notes. Model 1 is L1 Model. Model 2 is L1L2 Model. Model 3 is L1L2 No L3
Covariance Model. Model 4 is L1L2L3 Model. Model 5 is L1L2L3 No L3 Covariance
Model. ICCy, (ICCL1=0.5, ICC2=0.40, ICC13=0.10). ICC, (ICC1=0.5, ICC2=0.20,
ICC13=0.30). ICC3 (ICCL1=0.5, ICC2=0.25, ICC3=0.25). ICC4 (ICCL1=0.5, ICC»=0.30,
ICC3=0.20).
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Absolute Bias Values of cfo
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Figure D10. Plot of Absolute Bias Across Manipulated Factors for a,?o.

Notes. Model 1 is L1 Model. Model 2 is L1L2 Model. Model 3 is L1L2 No L3
Covariance Model. Model 4 is L1L2L3 Model. Model 5 is L1L2L3 No L3 Covariance
Model. ICCy, (ICCL1=0.5, ICC2=0.40, ICC13=0.10). ICC, (ICC1=0.5, ICC2=0.20,
ICC13=0.30). ICC3 (ICC_1=0.5, ICC2=0.25, ICC3=0.25). ICC4 (ICCL1=0.5, ICC»=0.30,
ICC3=0.20).
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Absolute Bias Values of ci
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Figure D11. Plot of Absolute Bias Across Manipulated Factors for o7 .

Notes. Model 1 is L1 Model. Model 2 is L1L2 Model. Model 3 is L1L2 No L3
Covariance Model. Model 4 is L1L2L3 Model. Model 5 is L1L2L3 No L3 Covariance
Model. ICC4, (ICCL1=0.5, ICC2=0.40, ICC3=0.10). ICC> (ICC_1=0.5, ICC>=0.20,
ICC13=0.30). ICC3 (ICC11=0.5, ICC2=0.25, ICC3=0.25). ICC4 (ICC1=0.5, ICC>=0.30,
ICC3=0.20).
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Absolute Bias Values of cﬁm

L3=30 L.3=100 L3=150
et "----
6- Lemmea e b
pam-——r o o ¢
. L T e R
= e — - 7
IR e e = L2=75
'/’ "/_ S ¢ -
2' ,'/ '4 " : _/
Ué e,
L ',
0..
T dbaiei "----
’
1 3¢ e o p——-
prmmEEEEREE s D D * /, ¢ /7
4 ‘¢ - —— - SN i el | S
I'/ - J":*_-' "_—— % L2=50
l == — - - 4 I/— -
:'/ 17 .,
82 4 47 icc
o WV/ — ICC 1
20- e
5 ICC 2
§6- ¥ /_.-' =:ICC3
< e el - .—-"‘ o — L
- - ’—
’ o ’ -
4 ureoL ol - “li2=25
- - - - ’ - =
" g ~:; 'l/ e - ll -
2- ,‘, e — o/ w’
sn T . b——\/&_’_—’
0_
6_
&l o ,+ L2=10
"“s ’v' '¢;\~\s‘ ,',/
e LA P ke
1 2 3 4 51 2 4 51 3 4 5

3
Model
Figure D12. Plot of Absolute Bias Across Manipulated Factors for o7 .

Notes. Model 1 is L1 Model. Model 2 is L1L2 Model. Model 3 is L1L2 No L3
Covariance Model. Model 4 is L1L2L3 Model. Model 5 is L1L2L3 No L3 Covariance
Model. ICC4, (ICC11=0.5, ICC2=0.40, ICC3=0.10). ICC> (ICC_1=0.5, ICC>=0.20,
ICCL3=0.30). ICC3 (ICCL1=0.5, ICC2=0.25, ICC3=0.25). ICC4 (ICCL1=0.5, ICC»=0.30,
ICC13=0.20).
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Absolute Bias Values of oﬁm
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Figure D13. Plot of Absolute Bias Across Manipulated Factors for 0501.

Notes. Model 1 is L1 Model. Model 2 is L1L2 Model. Model 3 is L1L2 No L3
Covariance Model. Model 4 is L1L2L3 Model. Model 5 is L1L2L3 No L3 Covariance
Model. ICCy, (ICCL1=0.5, ICC2=0.40, ICC13=0.10). ICC, (ICC1=0.5, ICC2=0.20,
ICC13=0.30). ICC3 (ICC_1=0.5, ICC2=0.25, ICC3=0.25). ICC4 (ICCL1=0.5, ICC»=0.30,
ICC3=0.20).
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Absolute Bias Values of cﬁm
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Figure D14. Plot of Absolute Bias Across Manipulated Factors for 0510.

Notes. Model 1 is L1 Model. Model 2 is L1L2 Model. Model 3 is L1L2 No L3
Covariance Model. Model 4 is L1L2L3 Model. Model 5 is L1L2L3 No L3 Covariance
Model. ICCy, (ICCL1=0.5, ICC2=0.40, ICC13=0.10). ICC, (ICC1=0.5, ICC2=0.20,
ICC13=0.30). ICC3 (ICC_1=0.5, ICC2=0.25, ICC3=0.25). ICC4 (ICCL1=0.5, ICC»=0.30,
ICC3=0.20).
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Absolute Bias Values of 0311
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Figure D15. Plot of Absolute Bias Across Manipulated Factors for o .

Notes. Model 2 is L1L2 Model. Model 3 is L1L2 No L3 Covariance Model. Model 4 is
L1L2L3 Model. Model 5 is L1L2L3 No L3 Covariance Model. ICC3, (ICC.1=0.5,
ICC2=0.40, ICC3=0.10). ICC> (ICCL1=0.5, ICC2=0.20, ICC3=0.30). ICC3 (ICC1=0.5,
ICC2=0.25, ICC3=0.25). ICC4 (ICCL1=0.5, ICC2=0.30, ICC3=0.20).
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Absolute Bias Values of o, o,
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Figure D16. Plot of Absolute Bias Across Manipulated Factors for o, ;. .

Notes. Model 1 is L1 Model. Model 2 is L1L2 Model. Model 3 is L1L2 No L3
Covariance Model. Model 4 is L1L2L3 Model. Model 5 is L1L2L3 No L3 Covariance
Model. ICC4, (ICC11=0.5, ICC2=0.40, ICC3=0.10). ICC> (ICC_1=0.5, ICC>=0.20,
ICCL3=0.30). ICC3 (ICC.1=0.5, ICC2=0.25, ICC3=0.25). ICC4 (ICCL1=0.5, ICC»=0.30,
ICC13=0.20).
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Absolute Bias Values of 5, G,
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Figure D17. Plot of Absolute Bias Across Manipulated Factors for o, ,,,,-

Notes. Model 2 is L1L2 Model. Model 4 is L1L2L3 Model. ICCy, (ICCL1=0.5,
ICCL2=0.40, ICC3=0.10). ICC (ICCL1=0.5, ICC2=0.20, ICC3=0.30). ICC3 (ICC1=0.5,
ICCL2=0.25, ICC3=0.25). ICC4 (ICCL1=0.5, ICC2=0.30, ICC3=0.20).
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Absolute Bias Values of o, G,
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Figure D18. Plot of Absolute Bias Across Manipulated Factors for o, ,,, -

Notes. Model 1 is L1 Model. Model 2 is L1L2 Model. Model 4 is L1L2L3 Model. ICC;,

(ICCL1=0.5, ICC2=0.40, ICC3=0.10). ICC: (ICCL1=0.5, ICC2=0.20, ICC3=0.30). ICC3

(ICCL1=0.5, ICC2=0.25, ICC3=0.25). ICC4 (ICCL1=0.5, ICC2=0.30, ICC3=0.20).
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Absolute Bias Values of 5, o,
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Figure D19. Plot of Absolute Bias Across Manipulated Factors for oy, ,,, ;-

Notes. Model 2 is L1L2 Model. Model 4 is L1L2L3 Model. ICCy, (ICCL1=0.5,

ICC

= |CC 1
== |CC2
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= ICC4

ICC2=0.40, ICC3=0.10). ICC2 (ICC1=0.5, ICC2=0.20, ICC3=0.30). ICC3 (ICC1=0.5,
ICC2=0.25, ICC3=0.25). ICC4 (ICC1=0.5, ICC2=0.30, ICC3=0.20).
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Absolute Bias Values of o0y,
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Figure D20. Plot of Absolute Bias Across Manipulated Factors for o, ., .

Notes. Model 2 is L1L2 Model. Model 4 is L1L2L3 Model. ICC4, (ICC11=0.5,
ICC2=0.40, ICC3=0.10). ICC, (ICC_1=0.5, ICC2=0.20, ICC3=0.30). ICC3 (ICC1=0.5,
ICCL2=0.25, ICC13=0.25). ICC4 (ICC_1=0.5, ICC2=0.30, ICC3=0.20).
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Figure D21. Plot of Absolute Bias Across Manipulated Factors for o, . ;.

Notes. Model 2 is L1L2 Model. Model 4 is L1L2L3 Model. ICC4, (ICC11=0.5,
ICC2=0.40, ICC3=0.10). ICC, (ICC_1=0.5, ICC2=0.20, ICC3=0.30). ICC3 (ICC11=0.5,
ICCL2=0.25, ICC13=0.25). ICC4 (ICC_1=0.5, ICC2=0.30, ICC3=0.20).
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Figure D22. Plot of Absolute Bias Across Manipulated Factors for o, ,,, ;-

Notes. Model 2 is L1L2 Model. Model 4 is L1L2L3 Model. ICCy, (ICCL1=0.5,
ICCL2=0.40, ICC3=0.10). ICC> (ICCL1=0.5, ICC2=0.20, ICC3=0.30). ICC3 (ICC1=0.5,
ICC2=0.25, ICC3=0.25). ICC4 (ICCL1=0.5, ICC2=0.30, ICC3=0.20).
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APPENDIX E

VISUAL REPRESENTATION OF RELATIVE BIAS VALUES
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Relative Bias Values of 00
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Figure E1. Plot of Relative Bias Across Manipulated Factors for yo.

Notes. Model 1 is L1 Model. Model 2 is L1L2 Model. Model 3 is L1L2 No L3
Covariance Model. Model 4 is L1L2L3 Model. Model 5 is L1L2L3 No L3 Covariance
Model. ICCy, (ICCL1=0.5, ICC2=0.40, ICC3=0.10). ICC> (ICC_1=0.5, ICC>=0.20,
ICC13=0.30). ICC3 (ICC1=0.5, ICC2=0.25, ICC3=0.25). ICC4 (ICC1=0.5, ICC>=0.30,
ICCL3=0.20).
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Relative Bias Values of 1510

L3=30 L3=100 L3=150
0.12-

0.09-
0:96 L2=75
0.03-
0.00-

0.12

0.09-

0.06 o L2=50
P 0.03- ICC
o 0.00- m— |CC 1

== |CC2
—.ICcC3
0.09- - ICC4

0.06- L2=25
0.00-

0.12-
0.09-
0.06

0.00- :
2 3 4 50 3 4 52

Model

L2=10

Figure E2. Plot of Relative Bias Across Manipulated Factors for y,,.

Notes. Model 2 is L1L2 Model. Model 3 is L1L2 No L3 Covariance Model. Model 4 is
L1L2L3 Model. Model 5 is L1L2L3 No L3 Covariance Model. ICC4, (ICC.1=0.5,
ICC2=0.40, ICC3=0.10). ICC, (ICC_1=0.5, ICC2=0.20, ICC3=0.30). ICC3 (ICC_1=0.5,
ICCL2=0.25, ICC13=0.25). ICC4 (ICC_1=0.5, ICC2=0.30, ICC3=0.20).
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Relative Bias Values of y4q
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Figure E3. Plot of Relative Bias Across Manipulated Factors for y;,.

Notes. Model 1 is L1 Model. Model 2 is L1L2 Model. Model 3 is L1L2 No L3
Covariance Model. Model 4 is L1L2L3 Model. Model 5 is L1L2L3 No L3 Covariance
Model. ICCy, (ICCL1=0.5, ICC2=0.40, ICC3=0.10). ICC> (ICC_1=0.5, ICC>=0.20,
ICC13=0.30). ICC3 (ICC11=0.5, ICC2=0.25, ICC3=0.25). ICC4 (ICC1=0.5, ICC>=0.30,
ICC3=0.20)
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Relative Bias Values of y419
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Figure E4. Plot of Relative Bias Across Manipulated Factors for y;4,.

Notes. Model 2 is L1L2 Model. Model 3 is L1L2 No L3 Covariance Model. Model 4 is
L1L2L3 Model. Model 5 is L1L2L3 No L3 Covariance Model. ICC3, (ICC1=0.5,
ICC2=0.40, ICC3=0.10). ICC> (ICCL1=0.5, ICC2=0.20, ICC3=0.30). ICC3 (ICC1=0.5,
ICCL2=0.25, ICC3=0.25). ICC4 (ICCL1=0.5, ICC2=0.30, ICC3=0.20)
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Relative Bias Values of g1
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Figure E5. Plot of Relative Bias Across Manipulated Factors for y;.

Notes. Model 4 is L1L2L3 Model. Model 5 is L1L2L3 No L3 Covariance Model. ICC;4,
(ICCL1=0.5, ICC2=0.40, ICC13=0.10). ICC> (ICCL1=0.5, ICC>=0.20, ICC3=0.30). ICC3
(ICCL1=0.5, ICC2=0.25, ICC3=0.25). ICC4 (ICC_1=0.5, ICC2=0.30, ICC3=0.20).
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Relative Bias Values of vg1,
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Figure E6. Plot of Relative Bias Across Manipulated Factors for y;.

Notes. Model 4 is L1L2L3 Model. Model 5 is L1L2L3 No L3 Covariance Model. ICC;y,
(ICCL1=0.5, ICC2=0.40, ICC3=0.10). ICC> (ICC_1=0.5, ICC2=0.20, ICC3=0.30). ICC3
(ICCL1=0.5, ICC2=0.25, ICC13=0.25). ICC4 (ICCL1=0.5, ICC2=0.30, ICC3=0.20).
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Relative Bias Values of 41
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Figure E7. Plot of Relative Bias Across Manipulated Factors for y; ;.

Notes. Model 4 is L1L2L3 Model. Model 5 is L1L2L3 No L3 Covariance Model. ICC;y,
(ICCL1=0.5, ICC2=0.40, ICC3=0.10). ICC> (ICC_1=0.5, ICC2=0.20, ICC3=0.30). ICC3
(ICCL1=0.5, ICC2=0.25, ICC13=0.25). ICC4 (ICCL1=0.5, ICC2=0.30, ICC3=0.20).
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Relative Bias Values of v41;
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Figure ES8. Plot of Relative Bias Across Manipulated Factors for y;4;.

Notes. Model 4 is L1L2L3 Model. Model 5 is L1L2L3 No L3 Covariance Model. ICC;y,
(ICCL1=0.5, ICC2=0.40, ICC3=0.10). ICC> (ICC_1=0.5, ICC2=0.20, ICC3=0.30). ICC3
(ICCL1=0.5, ICC2=0.25, ICC13=0.25). ICC4 (ICCL1=0.5, ICC2=0.30, ICC3=0.20).
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Relative Bias Values of og
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Figure E9. Plot of Relative Bias Across Manipulated Factors for ¢2.

Notes. Model 1 is L1 Model. Model 2 is L1L2 Model. Model 3 is L1L2 No L3
Covariance Model. Model 4 is L1L2L.3 Model. Model 5 is L1L2L3 No L3 Covariance
Model. ICC4, (ICCL1=0.5, ICC2=0.40, ICC3=0.10). ICC> (ICC_1=0.5, ICC>=0.20,
ICC13=0.30). ICC3 (ICC11=0.5, ICC2=0.25, ICC3=0.25). ICC4 (ICC1=0.5, ICC>=0.30,
ICCL3=0.20).
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Relative Bias Values of cfo
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Figure E10. Plot of Relative Bias Across Manipulated Factors for a,?o.

Notes. Model 1 is L1 Model. Model 2 is L1L2 Model. Model 3 is L1L2 No L3
Covariance Model. Model 4 is L1L2L3 Model. Model 5 is L1L2L3 No L3 Covariance
Model. ICC4, (ICCL1=0.5, ICC2=0.40, ICC3=0.10). ICC> (ICC_1=0.5, ICC>=0.20,
ICC13=0.30). ICC3 (ICC_1=0.5, ICC2=0.25, ICC3=0.25). ICC4 (ICC1=0.5, ICC>=0.30,
ICC3=0.20).
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Relative Bias Values of 0'?1

L3=30 L3=100 L3=150
3_
2_
L2=75
f”~‘\
1_ b -~ gk —— -
- e L - ; ag ~ P o
Lo - M~ -_— sl ——_ I
w,"/‘ T Q“‘hﬂ'*g:f:—"—-——q.iw
0= [ e, ot
3_
Z L2=50
—‘—-Q - ¥
cmmmmrl LR
- - -—_r -- -
£1=p_‘--:=—_— ok % _,--___;\ i IcC
© ﬂ - - -— e - "~ ~ -
o £ T TS - T JNne” e
o == ICC2
=
'(—'U3' = |CC3
[}
o P — |ICC4
* -
2' ,’ ‘sQ_,-’
gl g L2=25
= AT e i .’ e e e o e’
1w = o T S i BN - PP TNE # "o
= e i T
E_:;—_‘:‘.‘—:"'\:’/;’,— - -
-
O- ﬂ
e e - Paas
B ~~~~',’
= -
2___,--""" \\~’/
- — - 7’ o B
= = e o sl e L2210
- i ’..ﬁl‘ o ’r;f\ -
1‘\/\/__—’—'"- - T - N -
o~ —— - - - -~ N -
e e
0_
1 2 3 4 51 2 3 4 51 2 3 4 5

Figure E11. Plot of Relative Bias Across Manipulated Factors for o7

Notes. Model 1 is L1 Model. Model 2 is L1L2 Model. Model 3 is L1L2 No L3
Covariance Model. Model 4 is L1L2L3 Model. Model 5 is L1L2L3 No L3 Covariance
Model. ICCy, (ICCL1=0.5, ICC2=0.40, ICC13=0.10). ICC, (ICC1=0.5, ICC2=0.20,
ICCL3=0.30). ICC3 (ICC_1=0.5, ICC2=0.25, ICC3=0.25). ICC4 (ICCL1=0.5, ICC»=0.30,
ICC3=0.20).
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Relative Bias Values of o-ﬁm
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Figure E12. Plot of Relative Bias Across Manipulated Factors for 0500.

Notes. Model 1 is L1 Model. Model 2 is L1L2 Model. Model 3 is L1L2 No L3
Covariance Model. Model 4 is L1L2L3 Model. Model 5 is L1L2L3 No L3 Covariance
Model. ICC4, (ICCL1=0.5, ICC2=0.40, ICC3=0.10). ICC> (ICC_1=0.5, ICC>=0.20,
ICC13=0.30). ICC3 (ICC_1=0.5, ICC2=0.25, ICC3=0.25). ICC4 (ICC1=0.5, ICC>=0.30,
ICC3=0.20).
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Relative Bias Values of oﬁm
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Figure E13. Plot of Relative Bias Across Manipulated Factors for 0501.

Notes. Model 1 is L1 Model. Model 2 is L1L2 Model. Model 3 is L1L2 No L3
Covariance Model. Model 4 is L1L2L3 Model. Model 5 is L1L2L3 No L3 Covariance
Model. ICC4, (ICCL1=0.5, ICC2=0.40, ICC3=0.10). ICC> (ICC_1=0.5, ICC>=0.20,
ICC13=0.30). ICC3 (ICC_1=0.5, ICC2=0.25, ICC3=0.25). ICC4 (ICC1=0.5, ICC>=0.30,
ICC3=0.20).
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Relative Bias Values of o-ﬁm
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Figure E14. Plot of Relative Bias Across Manipulated Factors for 0510.

Notes. Model 1 is L1 Model. Model 2 is L1L2 Model. Model 3 is L1L2 No L3
Covariance Model. Model 4 is L1L2L3 Model. Model 5 is L1L2L3 No L3 Covariance
Model. ICC4, (ICCL1=0.5, ICC2=0.40, ICC3=0.10). ICC> (ICC_1=0.5, ICC>=0.20,
ICC13=0.30). ICC3 (ICC_1=0.5, ICC2=0.25, ICC3=0.25). ICC4 (ICC1=0.5, ICC>=0.30,
ICC3=0.20).
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Relative Bias Values of oﬁ”
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Figure E15. Plot of Relative Bias Across Manipulated Factors for o7, .

Notes. Model 2 is L1L2 Model. Model 3 is L1L2 No L3 Covariance Model. Model 4 is
L1L2L3 Model. Model 5 is L1L2L.3 No L3 Covariance Model. ICC4, (ICC1=0.5,
ICC2=0.40, ICC3=0.10). ICC, (ICC_1=0.5, ICC2=0.20, ICC3=0.30). ICC3 (ICC1=0.5,
ICCL2=0.25, ICC13=0.25). ICC4 (ICC_1=0.5, ICC2=0.30, ICC3=0.20).
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Relative Bias Values of 6,/
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Figure E16. Plot of Relative Bias Across Manipulated Factors for o . .

Notes. Model 1 is L1 Model. Model 2 is L1L2 Model. Model 3 is L1L2 No L3
Covariance Model. Model 4 is L1L2L3 Model. Model 5 is L1L2L3 No L3 Covariance
Model. ICCy, (ICCL1=0.5, ICC2=0.40, ICC3=0.10). ICC> (ICC_1=0.5, ICC>=0.20,
ICC13=0.30). ICC3 (ICC11=0.5, ICC2=0.25, ICC3=0.25). ICC4 (ICC1=0.5, ICC>=0.30,
ICC3=0.20).
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Relative Bias Values of o0,
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Figure E17. Plot of Relative Bias Across Manipulated Factors for a;,y,, -

Notes. Model 2 is L1L2 Model. Model 4 is L1L2L3 Model. ICC4, (ICC11=0.5,
ICCL2=0.40, ICC13=0.10). ICC> (ICC_1=0.5, ICC2=0.20, ICC3=0.30). ICC3 (ICC1=0.5,
ICCL2=0.25, ICC3=0.25). ICC4 (ICCL1=0.5, ICC2=0.30, ICC3=0.20).
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Relative Bias Values of 0,0,
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Figure E18. Plot of Relative Bias Across Manipulated Factors for g, y,,,-

Notes. Model 1 is L1 Model. Model 2 is L1L2 Model. Model 4 is L1L2L3 Model. ICCy,
(ICCL1=0.5, ICC2=0.40, ICC13=0.10). ICC> (ICCL1=0.5, ICC2=0.20, ICC3=0.30). ICC3
(ICCL1=0.5, ICC2=0.25, ICC3=0.25). ICC4 (ICC_1=0.5, ICC2=0.30, ICC3=0.20).
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Relative Bias Values of 5,,G,,,
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Figure E19. Plot of Relative Bias Across Manipulated Factors for g,y -

Notes. Model 2 is L1L2 Model. Model 4 is L1L2L3 Model. ICC4, (ICC11=0.5,
ICCL2=0.40, ICC13=0.10). ICC> (ICC_1=0.5, ICC2=0.20, ICC3=0.30). ICC3 (ICC1=0.5,
ICCL2=0.25, ICC3=0.25). ICC4 (ICCL1=0.5, ICC2=0.30, ICC3=0.20).
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Relative Bias Values of 0,0,
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Figure E20. Plot of Relative Bias Across Manipulated Factors for g, 4,

Notes. Model 2 is L1L2 Model. Model 4 is L1L2L3 Model. ICCy, (ICCL1=0.5,
ICC2=0.40, ICC3=0.10). ICC> (ICC.1=0.5, ICC2=0.20, ICC3=0.30). ICC3 (ICC.1=0.5,
ICC2=0.25, ICC3=0.25). ICC4 (ICCL1=0.5, ICC2=0.30, ICC3=0.20).
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Relative Bias Values of 0,0y,
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Figure E21. Plot of Relative Bias Across Manipulated Factors for oy, 4, -

Notes. Model 2 is L1L2 Model. Model 4 is L1L2L3 Model. ICC4, (ICC11=0.5,
ICC2=0.40, ICC13=0.10). ICC, (ICC_1=0.5, ICC2=0.20, ICC3=0.30). ICC3 (ICCL1=0.5,
ICCL2=0.25, ICC13=0.25). ICC4 (ICC_1=0.5, ICC2=0.30, ICC3=0.20).
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Relative Bias Values of 6, 0,,,
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Figure E22. Plot of Relative Bias Across Manipulated Factors for oy, 4, -

Notes. Model 2 is L1L2 Model. Model 4 is L1L2L3 Model. ICCy, (ICCL1=0.5,
ICCL2=0.40, ICC3=0.10). ICC> (ICCL1=0.5, ICC2=0.20, ICC3=0.30). ICC3 (ICC1=0.5,
ICC2=0.25, ICC3=0.25). ICC4 (ICCL1=0.5, ICC2=0.30, ICC3=0.20).
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RMSE Values of yggo
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Figure F1. Plot of RMSE Across Manipulated Factors for yo.

Notes. Model 1 is L1 Model. Model 2 is L1L2 Model. Model 3 is L1L2 No L3
Covariance Model. Model 4 is L1L2L3 Model. Model 5 is L1L2L3 No L3 Covariance
Model. ICCy, (ICCL1=0.5, ICC2=0.40, ICC13=0.10). ICC, (ICC1=0.5, ICC2=0.20,
ICC13=0.30). ICC3 (ICCL1=0.5, ICC2=0.25, ICC3=0.25). ICC4 (ICCL1=0.5, ICC»=0.30,
ICC3=0.20).
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RMSE Values of yg19
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Figure F2. Plot of RMSE Across Manipulated Factors for y,,.

Notes. Model 2 is L1L2 Model. Model 3 is L1L2 No L3 Covariance Model. Model 4 is
L1L2L3 Model. Model 5 is L1L2L3 No L3 Covariance Model. ICC4, (ICC.1=0.5,
ICC2=0.40, ICC3=0.10). ICC, (ICC_1=0.5, ICC2=0.20, ICC3=0.30). ICC3 (ICC_1=0.5,
ICCL2=0.25, ICC13=0.25). ICC4 (ICC_1=0.5, ICC2=0.30, ICC3=0.20).
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RMSE Values of y4qo
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Figure F3. Plot of RMSE Across Manipulated Factors for y;¢o-

Notes. Model 1 is L1 Model. Model 2 is L1L2 Model. Model 3 is L1L2 No L3
Covariance Model. Model 4 is L1L2L3 Model. Model 5 is L1L2L3 No L3 Covariance
Model. ICCy, (ICCL1=0.5, ICC2=0.40, ICC3=0.10). ICC> (ICC_1=0.5, ICC>=0.20,
ICC13=0.30). ICC3 (ICC11=0.5, ICC2=0.25, ICC3=0.25). ICC4 (ICC1=0.5, ICC>=0.30,
ICC3=0.20)
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RMSE Values of y44¢
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Figure F4. Plot of RMSE Across Manipulated Factors for y; 1.

Notes. Model 2 is L1L2 Model. Model 3 is L1L2 No L3 Covariance Model. Model 4 is
L1L2L3 Model. Model 5 is L1L2L3 No L3 Covariance Model. ICC3, (ICC1=0.5,
ICC2=0.40, ICC3=0.10). ICC> (ICCL1=0.5, ICC2=0.20, ICC3=0.30). ICC3 (ICC1=0.5,
ICC2=0.25, ICC3=0.25). ICC4 (ICCL1=0.5, ICC2=0.30, ICC3=0.20).
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RMSE Values of ygp1
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Figure F5. Plot of RMSE Across Manipulated Factors for y;.

Notes. Model 4 is L1L2L3 Model. Model 5 is L1L2L3 No L3 Covariance Model. ICC;4,
(ICCL1=0.5, ICC2=0.40, ICC13=0.10). ICC> (ICCL1=0.5, ICC2=0.20, ICC3=0.30). ICC3
(ICCL1=0.5, ICC2=0.25, ICC3=0.25). ICC4 (ICC_1=0.5, ICC2=0.30, ICC3=0.20).

289



RMSE Values of yg4
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Figure F6. Plot of RMSE Across Manipulated Factors for y1;.

Notes. Model 4 is L1L2L3 Model. Model 5 is L1L2L3 No L3 Covariance Model. ICC;y,
(ICCL1=0.5, ICC2=0.40, ICC3=0.10). ICC> (ICC_1=0.5, ICC2=0.20, ICC3=0.30). ICC3
(ICCL1=0.5, ICC2=0.25, ICC13=0.25). ICC4 (ICCL1=0.5, ICC2=0.30, ICC3=0.20).
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RMSE Values of v4p1
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Figure F7. Plot of RMSE Across Manipulated Factors for y;;.

Notes. Model 4 is L1L2L3 Model. Model 5 is L1L2L3 No L3 Covariance Model. ICC;y,
(ICCL1=0.5, ICC2=0.40, ICC3=0.10). ICC> (ICC_1=0.5, ICC2=0.20, ICC3=0.30). ICC3
(ICCL1=0.5, ICC2=0.25, ICC13=0.25). ICC4 (ICCL1=0.5, ICC2=0.30, ICC3=0.20).
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RMSE Values of y444
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Figure F8. Plot of RMSE Across Manipulated Factors for y;;.

Notes. Model 4 is L1L2L3 Model. Model 5 is L1L2L3 No L3 Covariance Model. ICC;y,
(ICCL1=0.5, ICC2=0.40, ICC3=0.10). ICC> (ICC_1=0.5, ICC2=0.20, ICC3=0.30). ICC3
(ICCL1=0.5, ICC2=0.25, ICC13=0.25). ICC4 (ICCL1=0.5, ICC2=0.30, ICC3=0.20).
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RMSE Values of o2
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Figure F9. Plot of RMSE Across Manipulated Factors for ¢2.

Notes. Model 1 is L1 Model. Model 2 is L1L2 Model. Model 3 is L1L2 No L3
Covariance Model. Model 4 is L1L2L.3 Model. Model 5 is L1L2L3 No L3 Covariance
Model. ICC4, (ICCL1=0.5, ICC2=0.40, ICC3=0.10). ICC> (ICC_1=0.5, ICC>=0.20,
ICC13=0.30). ICC3 (ICC11=0.5, ICC2=0.25, ICC3=0.25). ICC4 (ICC1=0.5, ICC>=0.30,
ICCL3=0.20).
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RMSE Values of o7
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Figure F10. Plot of RMSE Across Manipulated Factors for arzo.

Notes. Model 1 is L1 Model. Model 2 is L1L2 Model. Model 3 is L1L2 No L3
Covariance Model. Model 4 is L1L2L3 Model. Model 5 is L1L2L3 No L3 Covariance
Model. ICC4, (ICCL1=0.5, ICC2=0.40, ICC3=0.10). ICC> (ICC_1=0.5, ICC>=0.20,
ICC13=0.30). ICC3 (ICC_1=0.5, ICC2=0.25, ICC3=0.25). ICC4 (ICC1=0.5, ICC>=0.30,
ICC3=0.20).
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RMSE Values of o
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Figure F11. Plot of RMSE Across Manipulated Factors for ;7.

Notes. Model 1 is L1 Model. Model 2 is L1L2 Model. Model 3 is L1L2 No L3
Covariance Model. Model 4 is L1L2L3 Model. Model 5 is L1L2L3 No L3 Covariance
Model. ICCy, (ICCL1=0.5, ICC2=0.40, ICC13=0.10). ICC, (ICC1=0.5, ICC2=0.20,
ICCL3=0.30). ICC3 (ICC_1=0.5, ICC2=0.25, ICC3=0.25). ICC4 (ICCL1=0.5, ICC»=0.30,
ICC3=0.20).
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RMSE Values of o7
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Figure F12. Plot of RMSE Across Manipulated Factors for 0500.

Notes. Model 1 is L1 Model. Model 2 is L1L2 Model. Model 3 is L1L2 No L3
Covariance Model. Model 4 is L1L2L3 Model. Model 5 is L1L2L3 No L3 Covariance
Model. ICC4, (ICCL1=0.5, ICC2=0.40, ICC3=0.10). ICC> (ICC_1=0.5, ICC>=0.20,
ICC13=0.30). ICC3 (ICC_1=0.5, ICC2=0.25, ICC3=0.25). ICC4 (ICC1=0.5, ICC>=0.30,
ICC3=0.20).
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RMSE Values of o2
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Figure F13. Plot of RMSE Across Manipulated Factors for 0501.

Notes. Model 1 is L1 Model. Model 2 is L1L2 Model. Model 3 is L1L2 No L3
Covariance Model. Model 4 is L1L2L3 Model. Model 5 is L1L2L3 No L3 Covariance
Model. ICC4, (ICCL1=0.5, ICC2=0.40, ICC3=0.10). ICC> (ICC_1=0.5, ICC>=0.20,
ICC13=0.30). ICC3 (ICC_1=0.5, ICC2=0.25, ICC3=0.25). ICC4 (ICC1=0.5, ICC>=0.30,
ICC3=0.20).
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RMSE Values of o7
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Figure F14. Plot of RMSE Across Manipulated Factors for 0510.

Notes. Model 1 is L1 Model. Model 2 is L1L2 Model. Model 3 is L1L2 No L3
Covariance Model. Model 4 is L1L2L3 Model. Model 5 is L1L2L3 No L3 Covariance
Model. ICC4, (ICCL1=0.5, ICC2=0.40, ICC3=0.10). ICC> (ICC_1=0.5, ICC>=0.20,
ICC13=0.30). ICC3 (ICC_1=0.5, ICC2=0.25, ICC3=0.25). ICC4 (ICC1=0.5, ICC>=0.30,
ICC3=0.20).

298



RMSE Values of o,
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Figure F15. Plot of RMSE Across Manipulated Factors for o, .

Notes. Model 2 is L1L2 Model. Model 3 is L1L2 No L3 Covariance Model. Model 4 is
L1L2L3 Model. Model 5 is L1L2L.3 No L3 Covariance Model. ICC4, (ICC1=0.5,
ICC2=0.40, ICC3=0.10). ICC, (ICC_1=0.5, ICC2=0.20, ICC3=0.30). ICC3 (ICC1=0.5,
ICCL2=0.25, ICC13=0.25). ICC4 (ICC_1=0.5, ICC2=0.30, ICC3=0.20).

299



RMSE Values of o,
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Figure F16. Plot of RMSE Across Manipulated Factors for o ..

Notes. Model 1 is L1 Model. Model 2 is L1L2 Model. Model 3 is L1L2 No L3
Covariance Model. Model 4 is L1L2L3 Model. Model 5 is L1L2L3 No L3 Covariance
Model. ICCy, (ICCL1=0.5, ICC2=0.40, ICC3=0.10). ICC> (ICC_1=0.5, ICC>=0.20,
ICC13=0.30). ICC3 (ICC11=0.5, ICC2=0.25, ICC3=0.25). ICC4 (ICC1=0.5, ICC>=0.30,
ICC3=0.20).
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RMSE Values of 6,0y,
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Figure F17. Plot of RMSE Across Manipulated Factors for g,y , -
Notes. Model 2 is L1L2 Model. Model 4 is L1L2L3 Model. ICC4, (ICC11=0.5,

ICC

= |CC1
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=—:ICC3
= |ICC4

ICC2=0.40, ICC3=0.10). ICC> (ICC.1=0.5, ICC2=0.20, ICC3=0.30). ICC3 (ICC.1=0.5,

ICC2=0.25, ICC3=0.25). ICC4 (ICCL1=0.5, ICC2=0.30, ICC3=0.20).
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RMSE Values of 6,6y,
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Figure F18. Plot of RMSE Across Manipulated Factors for o,y -

Notes. Model 1 is L1 Model. Model 2 is L1L2 Model. Model 4 is L1L2L3 Model. ICCy,
(ICCL1=0.5, ICC2=0.40, ICC13=0.10). ICC> (ICCL1=0.5, ICC2=0.20, ICC3=0.30). ICC3
(ICCL1=0.5, ICC2=0.25, ICC3=0.25). ICC4 (ICC_1=0.5, ICC2=0.30, ICC3=0.20).
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RMSE Values of 6,0y,
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Figure F19. Plot of RMSE Across Manipulated Factors for gy, . -

Notes. Model 2 is L1L2 Model. Model 4 is L1L2L3 Model. ICC4, (ICC11=0.5,
ICCL2=0.40, ICC13=0.10). ICC> (ICC_1=0.5, ICC2=0.20, ICC3=0.30). ICC3 (ICC1=0.5,
ICCL2=0.25, ICC3=0.25). ICC4 (ICCL1=0.5, ICC2=0.30, ICC3=0.20).
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RMSE Values of 6,6y,
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Figure F20. Plot of RMSE Across Manipulated Factors for gy, o, -

Notes. Model 2 is L1L2 Model. Model 4 is L1L2L3 Model. ICCy, (ICCL1=0.5,
ICC2=0.40, ICC3=0.10). ICC> (ICC.1=0.5, ICC2=0.20, ICC3=0.30). ICC3 (ICC.1=0.5,
ICC2=0.25, ICC3=0.25). ICC4 (ICCL1=0.5, ICC2=0.30, ICC3=0.20).
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RMSE Values of 6,6,
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Figure F21. Plot of RMSE Across Manipulated Factors for o, 4, -

Notes. Model 2 is L1L2 Model. Model 4 is L1L2L3 Model. ICC4, (ICC11=0.5,
ICC2=0.40, ICC13=0.10). ICC, (ICC_1=0.5, ICC2=0.20, ICC3=0.30). ICC3 (ICCL1=0.5,
ICCL2=0.25, ICC13=0.25). ICC4 (ICC_1=0.5, ICC2=0.30, ICC3=0.20).
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Figure F22. Plot of RMSE Across Manipulated Factors for g, ;-

Notes. Model 2 is L1L2 Model. Model 4 is L1L2L3 Model. ICCy, (ICCL1=0.5,
ICCL2=0.40, ICC3=0.10). ICC> (ICCL1=0.5, ICC2=0.20, ICC3=0.30). ICC3 (ICC1=0.5,
ICC2=0.25, ICC3=0.25). ICC4 (ICCL1=0.5, ICC2=0.30, ICC3=0.20).
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TABLE OF PARAMETER COVERAGE PROPORTIONS
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Table G1.

Parameter Coverage Proportion of yyq0

Sg‘ggﬂf L1 Model L1L2 Model L1L2L3 Model

L2 L3 ICC1 ICC2 ICC3 ICC4 ICC1L ICC2 ICC3 Icc4 ICC1 ICC2 ICC3 ICC4
10 30 0.98 1.00 1.00 1.00 0.99 1.00 1.00 1.00 0.98 1.00 1.00 1.00
25 30 100 100 100 100 100 1.00 100 1.00 1.00 1.00 100 1.00
50 30 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
75 30 100 100 100 100 100 1.00 100 1.00 1.00 1.00 100 1.00
10 100 099 100 100 100 098 1.00 1.00 1.00 098 1.00 1.00 1.00
25 100 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
50 100 100 100 1.00 100 100 1.00 100 1.00 1.00 1.00 100 1.00
75 100 100 1.00 1.00 1.00 1.00 1.00 100 1.00 1.00 1.00 1.00 1.00
10 150 1.00 1.00 1.00 099 099 100 1.00 1.00 098 1.00 1.00 1.00
25 150 100 100 1.00 100 100 1.00 100 1.00 1.00 1.00 100 1.00
50 150 1.00 1.00 1.00 1.00 1.00 1.00 100 1.00 1.00 1.00 1.00 1.00
75 150 100 100 1.00 100 100 1.00 100 1.00 1.00 1.00 100 1.00
Sample L1L2 No L3 L1L2L3 No L3

Size* Covariance Model Covariance Model

L2 L3 ICC1L ICC2 ICC3 ICC4 ICC1 ICC2 ICC3 ICC4
10 30 098 100 1.00 1.00 098 1.00 1.00 1.00
25 30 1.00 1.00 100 1.00 1.00 1.00 1.00 1.00
50 30 1.00 1.00 1.00 1.00 1.00 1.00 100 1.00
75 30 1.00 1.00 100 1.00 1.00 1.00 1.00 1.00
10 100 099 1.00 1.00 1.00 099 1.00 1.00 0.99
25 100 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
50 100 1.00 1.00 100 1.00 1.00 1.00 1.00 1.00
75 100 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
10 150 0.99 1.00 1.00 1.00 0.99 1.00 1.00 1.00
25 150 1.00 1.00 100 1.00 1.00 1.00 1.00 1.00
50 150 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
75 150 1.00 1.00 100 1.00 1.00 1.00 1.00 1.00

Note. *L1 sample size is 3. ICC1, (ICCL1=0.5, ICC12=0.40, ICC3=0.10). ICC2 (ICCL1=0.5, ICC2=0.20, ICC3=0.30).
ICC3 (ICCL1=0.5, ICC2=0.25, ICC3=0.25). ICC4 (ICCL1=0.5, ICC2=0.30, ICC3=0.20).
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Table G2.

Parameter Coverage Proportion of 410

Sampe L1L2 Model L1L2L.3 Model

L2 L3 ICC1 ICC2 ICC3 ICC4 ICC1 ICC2 ICC3 ICC4

10 30 084 087 084 0.84 095 095 094 0.96
25 30 0.77 080 0.77 0.78 096 099 097 0.97
50 30 0.58 0.80 0.69 0.66 096 1.00 0.99 0.98
75 30 045 0.68 0.60 0.55 099 100 100 0.99

10 100 0.67 0.67 0.64 0.63 096 096 097 0.94
25 100 029 038 036 0.35 096 099 0.98 0.98
50 100 0.10 0.14 0.13 0.12 098 100 0.99 0.99
75 100 0.03 0.06 0.06 0.03 098 1.00 1.00 0.99

10 150 051 052 050 0.54 096 096 0.97 0.97
25 150 0.18 0.16 0.17 0.19 097 100 0.98 0.97
50 150 0.03 0.01 0.02 0.02 098 099 1.00 0.99
75 150 0.00 0.01 0.00 0.00 0.99 100 100 1.00

Sample L1L2 No L3 L1L2L3 No L3
Size* Covariance Model Covariance Model
L2 L3 ICC1 ICC2 ICC3 ICC4 ICC1 ICC2 ICC3 ICcC4

10 30 0.85 0.87 0.88 0.87 093 094 095 0.96
25 30 0.74 083 0.79 0.78 095 098 097 0.98
50 30 058 0.74 0.71 0.62 094 099 100 0.99
75 30 046 0.67 0.60 0.59 099 100 0.99 1.00

10 100 0.67 065 0.63 0.62 095 097 096 0.97
25 100 032 034 032 0.33 096 099 098 0.98
50 100 0.09 013 011 0.11 096 100 100 0.99
75 100 0.02 0.06 0.038 0.06 099 100 100 1.00

10 150 0.50 046 052 0.49 095 097 097 094
25 150 0.16 0.19 0.17 0.13 094 100 0.99 0.97
50 150 0.01 0.02 0.02 0.03 098 1.00 0.99 1.00
75 150 0.00 0.01 0.00 0.00 097 100 1.00 1.00

Note. *L1 sample size is 3. ICCq, (|CC|_1=0.5, ICC»=0.40, |CC|_3=0.10). ICC,
(|CC|_1=O.5, |CC|_2=O.20, |CC|_3=0.30). |CC3 (|CC|_1=0.5, |CC|_2=0.25,
|CC|_3=O.25). ICC4 (|CC|_1=O.5, ICC2=0.30, |CC|_3=0.20).
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Table G3.

Parameter Coverage Proportion of y; 40

Sample
Size*
L2 L3 ICC1 1ICC2 ICC3 ICC4 ICC1 ICC2 ICC3 ICC4 ICCl1 IcC2 ICC3 Icc4a
10 30 099 100 100 100 099 100 100 2100 099 100 100 1.00
25 30 100 100 100 100 100 100 100 100 100 100 100 100
50 30 100 100 100 100 100 2100 100 2100 100 100 100 100
75 30 100 100 100 100 100 100 100 100 100 100 100 100

L1L2L3 Model L1L2L3 Model L1L2L3 Model

10 100 099 100 100 100 099 100 100 100 100 1.00 1.00 1.00
25 100 100 100 100 100 100 100 100 100 1.00 1.00 1.00 1.00
50 100 100 100 100 100 100 100 100 100 100 1.00 1.00 1.00
75 100 100 100 100 100 100 1.00 100 1.00 1.00 1.00 1.00 1.00

10 150 100 100 1.00 100 1.00 100 100 100 100 100 1.00 1.00
25 150 1.00 100 100 100 100 100 100 100 100 100 100 1.00
50 150 1.00 100 100 100 100 100 100 100 100 100 100 1.00
75 150 100 100 100 100 100 100 100 100 100 100 1.00 1.00

Sample L1L2 No L3 L1L2L3 No L3
Size* Covariance Model Covariance Model

L2 L3 ICC1 ICC2 1ICC3 ICC4 ICCl1 ICC2 ICC3 Icc4
10 30 1.00 1.00 100 1.00 099 1.00 100 1.00
25 30 1.00 100 100 1.00 100 1.00 100 1.00
50 30 1.00 100 100 1.00 100 1.00 100 1.00
75 30 1.00 100 100 1.00 100 1.00 100 1.00
10 100 099 100 100 100 1.00 100 1.00 1.00
25 100 1.00 1.00 100 1.00 100 1.00 100 1.00
50 100 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
75 100 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
10 150 1.00 1.00 1.00 1.00 0.99 1.00 1.00 1.00
25 150 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
50 150 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
75 150 1.00 100 100 1.00 100 1.00 100 1.00

Note. *L1 sample size is 3. ICC1, (ICCL1=0.5, ICC12=0.40, ICC3=0.10). ICC2 (ICCL1=0.5, ICC2=0.20, ICC3=0.30).
ICC3 (ICCL1=0.5, ICC2=0.25, ICC3=0.25). ICC4 (ICCL1=0.5, ICC2=0.30, ICC3=0.20).
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Tabl

e G4.

Parameter Coverage Proportion of y,,

Sample L1L2L3 No L3
Size* L1123 Model Covariance Model
L2 L3 ICC1 ICC2 ICC3 ICcC4 ICC1 ICC2 ICC3 ICC4
10 30 0.93 096 096 0.94 0.93 097 092 094
25 30 0.95 0.98 098 0.97 0.97 097 097 0.97
50 30 0.99 1.00 0.99 0.99 0.96 1.00 099 0.99
75 30 0.99 0.99 099 0.99 0.98 1.00 1.00 0.99
10 100 0.95 0.97 096 0.95 0.96 0.97 097 0.96
25 100 0.96 099 099 0.96 0.97 099 098 0.97
50 100 0.98 099 099 0.99 0.97 1.00 1.00 0.99
75 100 0.98 1.00 1.00 1.00 0.98 1.00 1.00 1.00
10 150 0.95 0.97 098 0.96 0.94 097 097 0.96
25 150 0.97 0.99 099 0.97 0.96 0.98 098 0.98
50 150 0.97 1.00 0.99 0.99 0.99 099 099 0.99
75 150 0.99 1.00 1.00 1.00 0.99 1.00 1.00 1.00

Note. *L1 sample size is 3. ICCy, (ICC1=0.5, ICC2=0.40, ICC3=0.10). ICC; (ICC1=0.5,
ICC2=0.20, ICC3=0.30). ICCs (ICC.1=0.5, ICC>=0.25, ICC_3=0.25). ICC4 (ICC_1=0.5,

ICC2=0.30, ICC3=0.20).
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Table G5.

Parameter Coverage Proportion of 0,

Sample L1L2L3 No L3
Sizre)* L1123 Model Covariance Model

L2 L3 ICC1 ICC2 ICC3 ICC4 ICC1 ICC2 ICC3 ICC4
10 30 091 092 090 091 0.91 090 093 091
25 30 090 089 092 091 0.91 093 094 0.88
50 30 091 09 091 091 0.88 0.89 091 0.90
75 30 091 090 090 0.92 0.94 093 091 0.89
10 100 095 092 095 0.93 0.95 093 094 0.9
25 100 093 094 092 0.93 0.94 096 094 094
50 100 093 095 095 094 0.94 095 093 0.9
75 100 094 092 094 095 0.93 094 094 094
10 150 096 095 097 0.95 0.93 094 090 0.93
25 150 093 095 095 0.95 0.93 096 095 0.92
50 150 095 093 094 094 0.95 095 094 0093
75 150 093 095 094 0.97 0.95 095 094 0.9

Note. *L1 sample size is 3. ICCy, (ICC1=0.5, ICC2=0.40, ICC3=0.10). ICC; (ICC1=0.5,

ICC2=0.20, ICC3=0.30). ICCs (ICC.1=0.5, ICC>=0.25, ICC_3=0.25). ICC4 (ICC_1=0.5,

ICC2=0.30, ICC3=0.20).
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Table G6.

Parameter Coverage Proportion of y14

Sample L1L2L3 No L3
Sizre)* L1123 Model Covariance Model

L2 L3 ICC1 ICC2 ICC3 Icc4 ICC1 ICC2 ICC3 ICcC4
10 30 090 086 089 0.9 092 090 093 091
25 30 091 092 090 0.92 093 090 089 0.92
50 30 088 091 091 092 090 093 090 0.93
75 30 092 091 09 0.93 092 090 092 091
10 100 093 094 09 094 091 093 094 095
25 100 094 093 093 0.9 096 094 095 094
50 100 095 095 093 0.93 094 093 094 095
75 100 093 094 09 094 094 093 094 094
10 150 093 094 093 094 095 094 093 0.9
25 150 096 094 094 0.9 094 094 095 0.93
50 150 096 094 094 0.9 095 095 09 094
75 150 093 094 09 095 094 094 094 094

Note. *L1 sample size is 3. ICCy, (ICC1=0.5, ICC2=0.40, ICC3=0.10). ICC; (ICC1=0.5,
ICC2=0.20, ICC3=0.30). ICCs (ICC.1=0.5, ICC>=0.25, ICC_3=0.25). ICC4 (ICC_1=0.5,

ICC2=0.30, ICC3=0.20).
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Table G7.

Parameter Coverage Proportion of y;4,

Sample L1L2L3 No L3
Sizre)* L1123 Model Covariance Model

L2 L3 ICC1 ICC2 ICC3 ICC4 ICC1 ICC2 ICC3 ICC4
10 30 090 088 092 0.90 090 090 0.90 0.92
25 30 093 091 090 0.93 091 090 092 0.88
50 30 090 092 091 0093 091 091 092 0.8
75 30 089 090 092 0091 091 092 092 0.92
10 100 094 093 093 0.96 093 093 093 094
25 100 094 093 093 0093 095 093 092 0.93
50 100 094 093 092 094 093 095 094 0.92
75 100 095 092 095 094 093 092 094 094
10 150 097 093 094 0093 094 095 094 0.95
25 150 094 095 094 0093 093 093 096 0.93
50 150 095 094 094 094 096 094 094 0.93
75 150 093 094 093 094 094 093 095 0.95

Note. *L1 sample size is 3. ICCy, (ICC1=0.5, ICC2=0.40, ICC3=0.10). ICC, (ICC.1=0.5,
ICC2=0.20, ICC3=0.30). ICCs (ICC.1=0.5, ICC>=0.25, ICC5=0.25). ICC4 (ICC_1=0.5,

ICC2=0.30, ICC3=0.20).
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Table G8.

Parameter Coverage Proportion of ;14

Sample L1L2L3 No L3
Sizre)* L1123 Model Covariance Model

L2 L3 ICC1 ICC2 ICC3 ICC4 ICC1 ICC2 ICC3 ICC4
10 30 091 088 0.87 0.90 089 089 090 0.89
25 30 088 090 093 091 091 091 092 0.90
50 30 090 090 092 091 090 091 093 092
75 30 089 091 091 093 091 088 091 092
10 100 094 095 094 094 092 093 094 0.93
25 100 094 095 094 094 094 095 093 0.93
50 100 093 093 094 0.93 090 093 095 092
75 100 092 094 094 094 094 094 094 0.93
10 150 092 094 095 0.96 095 093 092 095
25 150 094 094 094 0.96 094 094 092 094
50 150 093 093 094 094 095 093 096 094
75 150 095 095 094 095 093 094 095 094

Note. *L1 sample size is 3. ICCy, (ICC1=0.5, ICC2=0.40, ICC3=0.10). ICC, (ICC.1=0.5,
ICC2=0.20, ICC3=0.30). ICCs (ICC.1=0.5, ICC>=0.25, ICC5=0.25). ICC4 (ICC_1=0.5,

ICC2=0.30, ICC3=0.20).
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APPENDIX H

VISUAL REPRESENTATION OF PARAMETER COVERAGE PROPORTIONS
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Figure H1. Plot of Parameter Coverage Proportions Across Manipulated Factors for yo-

Notes. Model 1 is L1 Model. Model 2 is L1L2 Model. Model 3 is L1L2 No L3
Covariance Model. Model 4 is L1L2L3 Model. Model 5 is L1L2L3 No L3 Covariance
Model. ICC4, (ICCL1=0.5, ICC2=0.40, ICC3=0.10). ICC> (ICC_1=0.5, ICC>=0.20,
ICC13=0.30). ICC3 (ICC11=0.5, ICC2=0.25, ICC3=0.25). ICC4 (ICC1=0.5, ICC>=0.30,
ICC3=0.20).
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Figure H2. Plot of Parameter Coverage Proportions Across Manipulated Factors for y,.

Notes. Model 2 is L1L2 Model. Model 3 is L1L2 No L3 Covariance Model. Model 4 is
L1L2L3 Model. Model 5 is L1L2L3 No L3 Covariance Model. ICC3, (ICC.1=0.5,
ICC2=0.40, ICC3=0.10). ICC> (ICCL1=0.5, ICC2=0.20, ICC3=0.30). ICC3 (ICC1=0.5,
ICC2=0.25, ICC3=0.25). ICC4 (ICCL1=0.5, ICC2=0.30, ICC3=0.20).
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Figure H3. Plot of Parameter Coverage Proportions Across Manipulated Factors for y;,.

Notes. Model 1 is L1 Model. Model 2 is L1L2 Model. Model 3 is L1L2 No L3
Covariance Model. Model 4 is L1L2L3 Model. Model 5 is L1L2L3 No L3 Covariance
Model. ICCy, (ICCL1=0.5, ICC2=0.40, ICC13=0.10). ICC, (ICC1=0.5, ICC2=0.20,
ICCL3=0.30). ICC3 (ICC_1=0.5, ICC2=0.25, ICC3=0.25). ICC4 (ICCL1=0.5, ICC»=0.30,
ICC13=0.20)
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Figure H4. Plot of Parameter Coverage Proportions Across Manipulated Factors for y;4,.

Notes. Model 2 is L1L2 Model. Model 3 is L1L2 No L3 Covariance Model. Model 4 is
L1L2L3 Model. Model 5 is L1L2L3 No L3 Covariance Model. ICC3, (ICC.1=0.5,
ICC2=0.40, ICC3=0.10). ICC> (ICCL1=0.5, ICC2=0.20, ICC3=0.30). ICC3 (ICC1=0.5,
ICC2=0.25, ICC3=0.25). ICC4 (ICCL1=0.5, ICC2=0.30, ICC3=0.20).
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Figure H5. Plot of Parameter Coverage Proportions Across Manipulated Factors for y;.

Notes. Model 4 is L1L2L3 Model. Model 5 is L1L2L3 No L3 Covariance Model. ICC;y,
(ICCL1=0.5, ICC2=0.40, ICC3=0.10). ICC> (ICC_1=0.5, ICC2=0.20, ICC3=0.30). ICC3
(ICCL1=0.5, ICC2=0.25, ICC3=0.25). ICC4 (ICC_1=0.5, ICC>=0.30, ICC3=0.20).
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Parameter Coverage Proportion of yg14
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Figure H6. Plot of Parameter Coverage Proportions Across Manipulated Factors for y;.

Notes. Model 4 is L1L2L3 Model. Model 5 is L1L2L3 No L3 Covariance Model. ICC;y,
(ICCL1=0.5, ICC2=0.40, ICC3=0.10). ICC> (ICC_1=0.5, ICC2=0.20, ICC3=0.30). ICC3
(ICCL1=0.5, ICC2=0.25, ICC3=0.25). ICC4 (ICC_1=0.5, ICC>=0.30, ICC3=0.20).
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Figure H7. Plot of Parameter Coverage Proportions Across Manipulated Factors for y; ;.

Notes. Model 4 is L1L2L3 Model. Model 5 is L1L2L3 No L3 Covariance Model. ICC;y,
(ICCL1=0.5, ICC2=0.40, ICC3=0.10). ICC> (ICC_1=0.5, ICC2=0.20, ICC3=0.30). ICC3
(ICCL1=0.5, ICC2=0.25, ICC3=0.25). ICC4 (ICC_1=0.5, ICC>=0.30, ICC3=0.20).
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RMSE Values of y444
L3=30 L3=100 L3=150

T S e i i i

0.009- L2=50

0.006 - e S IcC
—CC 1
0.003- == |CC2

- ICC3
0.012- — P

L2=25

0.009 ;='—:_‘—'_-= T A e L2=10

Model

Figure H8. Plot of Parameter Coverage Proportions Across Manipulated Factors for y;4;.

Notes. Model 4 is L1L2L3 Model. Model 5 is L1L2L3 No L3 Covariance Model. ICC;y,
(ICCL1=0.5, ICC2=0.40, ICC3=0.10). ICC> (ICC_1=0.5, ICC2=0.20, ICC3=0.30). ICC3
(ICCL1=0.5, ICC2=0.25, ICC3=0.25). ICC4 (ICC_1=0.5, ICC>=0.30, ICC3=0.20).
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Figure H9. Plot of Parameter Coverage Proportions for Only M4 and M5 Across
Manipulated Factors for y, ;.

Notes. Model 4 is L1L2L3 Model. Model 5 is L1L2L3 No L3 Covariance Model. ICC;4,
(ICCL1=0.5, ICC2=0.40, ICC13=0.10). ICC> (ICCL1=0.5, ICC2=0.20, ICC3=0.30). ICC3
(ICCL1=0.5, ICC2=0.25, ICC3=0.25). ICC4 (ICC_1=0.5, ICC2=0.30, ICC3=0.20).
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