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ABSTRACT

Persistence theory plays an important part in population biology study. It provides

a mathematically rigorous answer to the question of persistence by establishing an

initial-condition-independent positive lower bound for the long-term value of a com-

ponent of a dynamical system such as population size or disease prevalence. The

notion of a semiflow is used to give the dynamics. A semiflow consists of a state

space, X, a time-set, J , and a semiflow map φ. The state space X can be finite

dimensional or infinite dimensional. Our work mainly focus on the case when X

is an infinite dimensional space. Since our interests are concentrated on biological

systems, X is required to have some positivity properties. Hence the concept of a

cone is introduced as the positive state space X+. Details of a cone will be found in

chapter 2. Chapter 3 studies the year-to-year development of a population in infinite

dimensional state space. For a semiflow map F , a linear or homogeneous map A is

studied as an approximation of F at 0, the extinction state. The spectral radius r(A)

is a threshold between extinction and persistence. Chapter 4 is a generalization study

for a stage structured population model of a plant populations. Chapter 5 discusses

a model for a spatially distributed population of male and female individuals that

mate and reproduce only once in their life during a very short reproductive season.

The model within one year dispersion is modeled by a system of partial differential

equations. For this partial differential equation, both Neumann boundary condition

and Dirichlet boundary condition are considered. Chapter 6 provides an application

to the example of a rank-structured population model with mating.
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Chapter 1

INTRODUCTION

Persistence theory studies the problem whether a given species in a mathematical

model of interacting species survives over the long term or not. Mathematically, we

use the concept of a semiflow to describe the dynamics of the species population. A

semiflow consists of a state space, X, a time-set, J , and a map Φ.

The state space X comprehends all possible states of the system. It could be the

amounts or densities of the system parts or structural distributions if there are one

or several system structures. Mostly, we consider X as finite dimensional space if the

system structures are finite, like patch models. However, when we study diffusion

equations for spatial distributions, we will take X as an infinite dimensional space.

We distinguish discrete and continuous time semiflow by the time set J : nonnegative

integers and nonnegative real numbers.

The semiflow map is defined as Φ : J×X → X. If x ∈ X is the initial state of the

system, then Φ(t, x) is the state at time t. Often Φ itself is called a semiflow. Semiflows

are induced by differential equations of all kind (ordinary, partial, functional, and

combinations of these).

Following the book Smith and Thieme (2011), we use a persistence function ρ :

X+ → R+ to determine whether a system or a part of it persists or not. We say that

a system is uniformly ρ-persistent if there exists some ε > 0 such that

lim
t→∞

inf ρ(Φ(t, x)) ≥ ε.

for all x ∈ X with ρ(x) > 0.
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A system is called uniformly weakly ρ-persistent if there exists some ε > 0 such

that

lim
t→∞

sup ρ(Φ(t, x)) ≥ ε.

for all x ∈ X with ρ(x) > 0.

In our work, we focus on those dynamical population systems which can be mod-

eled as discrete semiflow in infinite dimensional space. By defining some appropriate

persistence function, we give some general rules to determine a given population

model’s persistence property.

In the book (Smith and Thieme, 2011, Chapter 7), to study the year-to-year

development of populations, a nonlinear matrix model is introduced:

x(n+ 1) = F (x(n)), n ∈ Z+,

where F : Rm
+ → Rm

+ . Chapter 3 generalizes the state space X from the finite dimen-

sional case to the infinite dimensional case. To do that, we need to define a positive

vector subset, and a positive operator to replace the state space Rn
+ and semiflow map

F ; hence we introduce cone and homogeneous operator in the background material.

Some specific positive operators F have properties such as the existence of forward

invariant balls and compact attractors of bounded sets. For persistence property, we

look into F with some special form and find a linearized operator A where A is an

approximation of F at the extinction state, for example F ′(0) = A if F is differen-

tiable. We will show that the spectral radius r(A) is a threshold between extinction

and persistence.

Chapter 4 discusses the next generation model with the form xn+1 = Axn+f(xn).

This model is generalized from Smith and Thieme (2013); the original model studies

the dynamics of a stage structured population model for a plant populations xn+1 =

Axn + f(cTxn)b, n ≥ 0. We generalize the model step by step, first get rid of the

2



linearity inside the function f , we have xn+1 = Axn + f̃(xn)b where f̃ : X+ → [0,∞)

and b ∈ X+. Then we get rid of the b term, now the model has the form xn+1 =

Axn + f̂(c∗xn) where f̂ : [0,∞) → X+ and c∗ is a linear functional on X+. We

view these two models as special examples for our generalized model, they inherit all

results from the model xn+1 = Axn + f(xn). Due to their own special property, they

also have some extra results in stability and persistence study. Because these two

examples have special linearized form, spectral radius can be calculated directly by

the definition.

Chapter 5 studies a two-sex population model. Here we consider a model for a spa-

tially distributed population of male and female individuals that mate and reproduce

only once in their life during a very short reproductive season. The dispersion within

one year is modeled by a partial differential equation and the next year offspring

map is given by a mating and reproduction function φ. We consider both Neumann

boundary and Dirichlet boundary conditions for the partial differential equation. For

this particular model, we can still apply the theories we discussed in previous chap-

ters. By introducing a reproduction number R0, we will prove that R0 can be used to

determine whether the population persists or dies out. A part of chapter 5 (Neumann

boundary condition) has been submitted as an article (Jin and Thieme, to appear).

Chapter 6 gives an example of a rank-structured population model with mating.

For this specific example, we provide a way to find the spectral radius of the linearized

map B. When the spectral radius is greater than 1, we prove a uniform ρ-persistence

result.
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Chapter 2

BACKGROUND MATERIAL ON HOMOGENEOUS MAPS ON CONES

2.1 Cones

Definition 2.1. A closed subset X+ of a normed real vector space X is called a wedge

if

(i) X+ is convex.

(ii) αx ∈ X+ whenever x ∈ X+ and α ∈ R+.

Definition 2.2. A wedge X+ is called a cone if

(iii) X+ ∩ (−X+) = {0}.

Nonzero points in a cone or wedge are called positive.

A wedge is called solid if it contains interior points.

A wedge is called reproducing (also called generating) if X = X+ −X+, and total

if X is the closure of X+ −X+.

A cone X+ is called normal, if there exists some δ > 0 such that

‖x+ z‖ ≥ δ whenever x ∈ X+, z ∈ X+, ‖x‖ = 1 = ‖z‖. (2.1)

In function spaces, typical cones are formed by the nonnegative functions. For

more information about cones see Krasnoselskĭı (1964); Krasnoselskĭı et al. (1989);

Lemmens and Nussbaum (2012); Thieme (2013).

A map B on X with B(X+) ⊆ X+ is called a positive map.

If X+ is a cone in X, we introduce a partial order on X by x ≤ y if y − x ∈ X+

for x, y ∈ X.

4



Definition 2.3. Let X and Z be normed ordered vector spaces with cones X+ and

Z+ and U ⊆ X. A map B : U → Z is called order preserving (or monotone or

increasing) if Bx ≤ By whenever x, y ∈ U and x ≤ y.

Positive linear maps are order-preserving.

2.2 Homogeneous Maps

In the following, X, Y and Z are ordered normed vector spaces with cones X+,

Y+ and Z+ respectively.

Definition 2.4. B : X+ → Y is called (positively) homogeneous (of degree one), if

B(αx) = αBx for all α ∈ R+, x ∈ X+.

Since we do not consider maps that are homogeneous in other ways, we will simply

call them homogeneous maps. It follows from the definition that

B(0) = 0.

Homogeneous maps are not Frechet differentiable at 0 unless B(x+y) = B(x)+B(y)

for all x, y ∈ X+. For the following holds.

Proposition 2.5. Let B : X+ → Y be homogeneous. Then the directional derivatives

of B exist at 0 in all directions of the cone and

∂B(0, x) = lim
t→0+

B(tx)−B(0)

t
= B(x), x ∈ X+.

Theorem 2.6. Let F : X+ → Y and u ∈ X. Assume that the directional derivatives

of F at u exist in all directions of the cone. Then the map B : X+ → Y+, B = ∂F (u, ·),

B(x) = ∂F (u, x) = lim
t→0+

F (u+ tx)− F (u)

t
, x ∈ X+,

is homogeneous.
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Proof. Let α ∈ R+. Obviously, if α = 0, B(αx) = 0 = αB(x). So we assume

α ∈ (0,∞). Then

F (u+ t[αx])− F (u)

t
= α

F (u+ [tα]x)− F (u)

tα
.

As t→ 0, also αt→ 0 and so the directional derivative in direction αx exists and

∂F (u, αx) = α∂F (u, x).

For a homogeneous map B : X+ → X+, we define

‖B‖+ = sup{‖Bx‖;x ∈ X+, ‖x‖ ≤ 1} (2.2)

and call B bounded if this supremum is a real number. Since B is homogeneous,

‖Bx‖ ≤ ‖B‖+‖x‖, x ∈ X+. (2.3)

Let H(X+, Y ) denote the set of bounded homogeneous maps B : X+ → Y

and H(X+, Y+) denote the set of bounded homogeneous maps B : X+ → Y+ and

HM(X+, Y+) the set of those maps in H(X+, Y+) that are also order-preserving.

H(X+, Y ) is a real vector space and ‖ · ‖+ is a norm on H(X+, Y ); H(X+, Y+)

and HM(X+, Y+) are cones in H(X+, Y ). We write H(X+) = H(X+, X+) and

HM(X+) = HM(X+, X+).

It follows for B ∈ H(X+, Y+) and C ∈ H(Y+, Z+) that CB ∈ H(X+, Z+) and

‖CB‖+ ≤ ‖C‖+‖B‖+.

2.3 Cone Spectral Radius and Orbital Spectral Radius

Definition 2.7. We define the cone spectral radius of B as

r+(B) := inf
n∈N
‖Bn‖1/n

+ = lim
n→∞

‖Bn‖1/n
+ . (2.4)
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Theorem 2.8 (Mallet-Paret, Nussbaum, 2010). Let X+ be a reproducing cone in the

ordered Banach space X. Then there exists some c ≥ 1 such that, for all bounded

linear positive maps B on X, ‖B‖+ ≤ ‖B‖ ≤ |c|‖B‖+, r+(B) = r(B).

Definition 2.9 (Förster, Nagy 1989). We define the local spectral radius of B at x

by

γB(x) := lim sup
n→∞

‖Bn(x)‖1/n, x ∈ X+.

We define the orbital spectral radius by

ro(B) = sup
x∈X+

γB(x).

(Mallet-Paret, Nussbaum 2002).

Theorem 2.10 (Mallet-Paret, Nussbaum, 2002). Let B be bounded and homoge-

neous. Then, obviously, ro(B) ≤ r+(B). If X+ is complete and normal and B is also

continuous and order preserving, then r+(B) = ro(B).

2.4 Order Bounded Operators

Definition 2.11 (Adapted from Krasnosel’skii(1964) and coworkers(1989)). Let B :

X+ → X+, u ∈ X+. B is called pointwise u-bounded if for any x ∈ X+ there exists

some n ∈ N and γ > 0 such that Bnx ≤ γu. B is called uniformly u-bounded if there

exists some c > 0 such that Bx ≤ c‖x‖u for all x ∈ X+.

Lemma 2.12. Let X+ be complete and B : X+ → X+ be continuous, order preserving

and homogeneous. Let u ∈ X+ and B be pointwise u-bounded. Then some power of

B is uniformly u-bounded.

Proof. See (Thieme, 2013, Proposition 4.4).
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Theorem 2.13. Let X+ be normal and B : X+ → X+ be homogeneous and order-

preserving. Let u ∈ X+.

(a) If B is pointwise u-bounded, then

ro(B) = lim
n→∞

‖Bnu‖1/n = γB(u).

(b) If Bm is uniformly u-bounded for some m ∈ N, then

r+(B) = lim
n→∞

‖Bnu‖1/n = ro(B).

Proof. See (Thieme, 2013, Theorem 4.5).

2.5 Existence of Eigenvectors

Definition 2.14. We call B is u-positive, if for any x ∈ X, x 6= 0, there exists some

n ∈ N and ε > 0 such that Bnx ≥ εu.

The following theorem has essentially been proved by Nussbaum in (Nussbaum,

1981, Theorem.2.1) but some finishing touches are contained in the introduction of

Lemmens and Nussbaum (2013).

Theorem 2.15. Let X+ be the cone of a normed vector space and B : X+ → X+ be

homogeneous, continuous, order-preserving and compact. Assume that r := r+(B) >

0. Then there exists some v ∈ X+, v 6= 0, such that Bv = rv.

8



Chapter 3

PERSISTENCE AND STABILITY FOR DISCRETE TIME POPULATION

MODELS WITH INFINITE DIMENSIONAL STRUCTURE

To extend the theories from finite dimensional space to infinite dimensional space,

we replace the positive orthant of an Euclidean space by the positive cone of an

ordered normed vector space, and also replace nonnegative matrices by positive linear

bounded operators.

The year-to-year development of populations is often modeled by systems

x(n+ 1) = F (x(n)), n ∈ Z+ (3.1)

where F : X+ → X+.

3.1 Forward Invariant Balls and Compact Attractors of Bounded Sets

Lemma 3.1. Assume that F : X+ → X+ is continuous and that there exists some

R > 0 such that ‖F (x)‖ ≤ ‖x‖ whenever ‖x‖ ≥ R.

(a) Then there exists some R̃ > 0 such that

F (X+ ∩ B̄s) ⊂ B̄s, s ≥ R̃,

for all closed balls B̄s with radius s and the origin as center.

(b) If ‖F (x)‖ < ξ‖x‖ whenever ‖x‖ ≥ R, ξ < 1 then

lim inf
n→∞

‖F n(x)‖ ≤ R, lim sup
n→∞

‖F n(x)‖ ≤ max{R̃, R}.

Proof. The proof is similar to the one for the finite dimensional case (Smith and

Thieme, 2011, Lemma 7.1).
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(a) Suppose that such an R̃ > 0 does not exist. Then there exist sequences (sn)

in R+ and (xn) in X+ such that sn → ∞ and ‖xn‖ ≤ sn < ‖F (xn)‖. Since sn > R

for large n, this is a contradiction.

(b) Suppose that x ∈ X+ and lim infn→∞ ‖F n(x)‖ > R. Then there exists some

N ∈ N such that ‖F n(x)‖ > R for all n ≥ N . By assumption, ‖F (F n(x))‖ <

ξ‖F n(x)‖, n ≥ N . By induction, ‖FN+n(x)‖ < ξn‖F (x(N))‖ for all n ∈ N and

F n(x)→ 0 as n→∞, a contradiction.

In particular, for each ε > 0, there exists some n ∈ N such that ‖F n(x)‖ ≤ R+ ε.

Let R̂ = max{R + ε, R̃}. By part (a), ‖F j(x)‖ ≤ R̂ for all j ≥ n. Since ε > 0 was

arbitrary, the last assertion follows.

Proposition 3.2. Let X+ be an ordered Banach space, assume the norm ‖ · ‖ defined

on X+ is monotone.

If A is a positive bounded linear operator on X+, then for every r > r(A), there

exists a norm ‖ · ‖′ on X+ such that

‖Ax‖′ ≤ r‖x‖′, x ∈ X+.

Further, ‖ · ‖′ is monotone, i.e., ‖x‖′ ≤ ‖y‖′ whenever 0 ≤ x ≤ y.

Proof. The proof is similar to the one for the finite dimensional case (Smith and

Thieme, 2011, Proposition A.24).

Let r > r(A), since

r > r(A) = lim
n→∞

‖An‖
1
n ,

we could find some N ∈ N such that

r > ‖An‖
1
n

for all n ≥ N . Therefore

rn > ‖An‖ and ‖Anx‖ ≤ ‖An‖‖x‖ < rn‖x‖

10



for all n ≥ N , x ∈ X+.

Define ‖ · ‖′ as

‖x‖′ = ‖x‖+
k∑
j=1

‖Ajx‖/rj

where k + 1 = N .

First prove that if the original norm is monotone, then the new norm is monotone.

Since ‖ · ‖ is monotone, if x < y for x, y ∈ X+, then ‖x‖ < ‖y‖. A is positive, so

Ax < Ay if x < y. Therefore

‖x‖′ = ‖x‖+
k∑
j=1

‖Ajx‖/rj < ‖y‖+
k∑
j=1

‖Ajy‖/rj = ‖y‖′

if x < y. So ‖ · ‖′ is monotone.

Then prove ‖Ax‖′ < r‖x‖′ for all x ∈ X+.

‖Ax‖′ = ‖Ax‖+
k∑
j=1

‖Aj+1x‖/rj

= ‖Ax‖+
k−1∑
j=1

‖Aj+1x‖/rj + ‖Ak+1x‖/rk

< ‖Ax‖+
k−1∑
j=1

‖Aj+1x‖/rj + rk+1‖x‖/rk

= r(‖x‖+
k∑
j=1

‖Ajx‖/rj) = r‖x‖′.

So ‖Ax‖′ < r‖x‖′.

Proposition 3.3. Let X+ be an ordered Banach space, assume the norm ‖ · ‖ defined

on X+ is monotone.

Let F : X+ → X+ be continuous. Assume that there exists some R > 0, some

element y ∈ X+ and some linear positive bounded operator D such that r(D) < 1 and

F (x) ≤ y +Dx, x ∈ X+, ‖x‖ ≥ R.

11



If R = 0, then

x(n) = F n(x) ≤
n−1∑
i=0

Diy +Dnx(0)→ (I −D)−1y, n→∞ (3.2)

In the general case R ≥ 0, after introducing an equivalent norm, there exists some

R̃ > 0 such that

F (X+ ∩ B̄s) ⊂ B̄s, s ≥ R̃,

for all closed balls B̄s with radius s ≥ R̃ and the origin as center. Further, there

exists some R̂ > 0 such that

lim sup
n→∞

‖F n(x)‖ ≤ R̂, x ∈ X+.

Proof. The proof is similar to the one for the finite dimensional case (Smith and

Thieme, 2011, Proposition 7.2).

First assume R = 0. We have x(n+1) ≤ y+Dx(n), n ≥ 0 and Lemma 3.2 follows

by iteration because D is positive. The limit results from (I −D)−1 =
∑∞

i=0D
i ≥ 0

and Dn → 0 because r(D) < 1.

Now consider the general case R ≥ 0. By Proposition 3.2, there exists some

ζ ∈ (r(D), 1) and a norm ‖ · ‖′ on X+ such that

‖Dx‖′ ≤ ζ‖x‖′, x ∈ X+.

Since the new norm is equivalent to the original one, there exists R′ > 0 such that

F (x) ≤ y +Dx, ‖x‖′ ≥ R′.

If ‖x‖′ ≥ R′,

‖F (x)‖′ ≤ ‖y‖′ + ‖Dx‖′ ≤ ‖y‖′ + ζ‖x‖′.

Choose some ξ ∈ (ζ, 1). Then, if ‖x‖′ ≥ R′,

‖F (x)‖′ ≤ ‖y‖′ + (ζ − ξ)‖x‖+ ξ‖x‖′ ≤ ‖y‖′ + (ζ − ξ)R′ + ξ‖x‖′.
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Increasing R′ as needed such that ‖y‖′ + (ζ − ξ)R′ < 0, then we have

‖F (x)‖′ ≤ ‖y‖′ + (ζ − ξ)R′ + ξ‖x‖′ < ξ‖x‖′ < ‖x‖′.

Then the assumptions of Lemma 3.1 are satisfied and the assertion follow.

Corollary 3.4. Make the assumptions of Proposition 3.3, and also assume that F

can be written as F = L+K, where K is a compact operator and L is linear bounded

positive operator such that r(L) < 1. Then the semiflow induced by F has a compact

attractor of bounded sets.

Proof. If F can be written as F = L + K where K is compact and L is a linear

positive operator such that r(L) < 1, we claim that for all n ∈ N, F n = Ln + K(n)

where K(n) is compact.

We prove this claim by induction: For n = 1, F = L + K where K is a compact

operator.

Now assume the claim is true for n = k, F k = Lk +K(k) where K(k) is compact.

For n = k + 1,

F k+1 = (L+K)(Lk +K(k)) = LLk + LK(k) +K(Lk +K(k))

= Lk+1 + LK(k) +K(Lk +K(k)).

K(k+1) = LK(k) +K(Lk +K(k)) is compact. Therefore the claim is proved.

Apply (Smith and Thieme, 2011, Theorem 2.46), since for all n ∈ N, F n =

Ln +K(n), K(n) is compact, therefore it satisfies the second condition of (Smith and

Thieme, 2011, Theorem 2.46).

For the first condition, we need to prove that

lim inf
k→∞

diam(Lk(C)) = 0
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for bounded closed set C. Since

diamLk(C) = sup{d(x, y), x, y ∈ Lk(C)}

and C closed, let x, y ∈ Lk(C). Then, there exist x0, y0 ∈ C such that Lk(x0) =

x, Lk(y0) = y.

d(x, y) =d(Lk(x0)− Lk(y0)) = d(Lk(x0 − y0)) = ‖Lk(x0 − y0)‖

≤‖Lk‖‖x0 − y0‖ ≤ ‖Lk‖diam(C).

So

diamLk(C) ≤ ‖Lk‖diam(C)

Since C is bounded closed set, diam(C) is finite. Since r(L) < 1, we can find some s

such that r(L) < s < 1.

r(L) = lim
n→∞

‖Ln‖
1
n < s < 1,

so for n large enough, ‖Ln‖ < sn → 0. Therefore

lim inf
k→∞

diam(Lk(C)) ≤ ‖Lk‖diam(C)→ 0.

By Proposition 3.3, the semiflow induced by F is point-dissipative and eventually

bounded on bounded sets. So the semiflow has a compact attractor of bounded sets

by (Smith and Thieme, 2011, Theorem 2.33).

3.2 Uniform Persistence and Persistence Attractors

Theorem 3.5. Let F be of a positive operator. Assume:

(a) We have a linear positive operator A0 satisfy the following properties: For any

η ∈ (0, 1), there exists some δ > 0 such that F (x) ≥ ηA0x whenever ‖x‖ ≤ δ.

(b) There exists some positive linear functional v∗ (for each x ∈ X+ \{0}, v∗x > 0)

and r0 > 1 such that v∗A0 ≥ r0v
∗.
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(c) If v∗x > 0, then v∗F (x) > 0.

(d) There exists some m ∈ N and c > 0 such that ‖Fm(x)‖ ≤ c|v∗x| for all x ∈ X+.

Then the semiflow induced by F is uniformly weakly ρ−persistent for ρ(x) = v∗x.

Assume in addition:

(e) The semiflow induced by F has a compact attractor K which attracts all points

in X.

Then the semiflow induced by F is uniformly ρ−persistent for ρ(x) = v∗x.

Proof. Let x ∈ X+, v∗x > 0. Set

x(n) = F n(x), n ∈ Z+.

By assumption (c),

v∗x(n) > 0

for all n ∈ Z+.

Let ε > 0, to be determined later. Suppose that the semiflow induced by F is

not uniformly weakly ρ−persistent. Then there exists some N ∈ N such that when

n > N ,

lim sup
n>N

v∗x(n) < ε.

Then after a shift in time, rewrite x = x(N), we will have

0 < v∗x(n) < ε

for all n ∈ Z+. By assumption (d), after another shift in time, rewrite x = x(m),

then

‖x(n)‖ ≤ cε

for all n ∈ Z+.
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Choose η ∈ (0, 1) such that ηr0 > 1. By assumption (a), there exists some δ > 0

such that

F (x) ≥ ηA0x

whenever x ∈ X+, ‖x‖ ≤ δ. Choose ε > 0 such that cε ≤ δ. Then

‖x(n)‖ ≤ δ

for all n ∈ N, and

ρ(x(n+ 1)) = v∗F (x(n)) ≥ v∗ηA0x(n) = ηv∗A0x(n) ≥ ηr0v
∗x(n) = ηr0ρ(x(n)) > 0.

Since ηr0 > 1, ρ(xn)→∞ as n→∞, a contradiction.

Therefore the semiflow induced by F is uniformly weakly ρ−persistent for ρ(x) =

v∗x. By (e) and (Smith and Thieme, 2011, Theorem 4.5), the semiflow is uniformly

ρ−persistent.

Theorem 3.6. Let F be differentiable at 0. Suppose that:

(a) X+ \ {0} is forward invariant under F .

(b) There exists r0 > 1 and v∗ is a positive bounded linear functional on X (for

each x ∈ X+ \ {0}, v∗x > 0) such that v∗A0 ≥ r0v
∗ where A0 = F ′(0).

(c) There exists some η > 0 such that v∗x > η‖x‖ for all x ∈ X+.

Then the semiflow induced by F is uniformly weakly ρ-persistent for ρ(x) = v∗x.

Assume in addition:

(d) The semiflow induced by F has a compact attractor K which attracts all points

in X.

Then the semiflow induced by F is uniformly ρ−persistent for ρ(x) = v∗x.
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Proof. We need to apply (Smith and Thieme, 2011, Proposition 3.16) to get the result.

Hypothesis (a) of (Smith and Thieme, 2011, Proposition 3.16) holds by assumptions

(a) and (b).

As for Hypothesis (b) of (Smith and Thieme, 2011, Proposition 3.16), let ε > 0,

since F is differentiable at 0, A0 = F ′(0), there exists some δ > 0 such that

‖x‖ < δ ⇒ ‖F (x)− F (0)− A0(x)‖ ≤ ε‖x‖.

By assumption (c), we have η > 0 such that ρ(x) > η‖x‖ for all x ∈ X+.

ρ(F (x)) = v∗F (x) = v∗(A0(x) + F (0) + F (x)− F (0)− A0(x))

≥ v∗(A0(x)) + v∗(F (x)− F (0)− A0(x))

≥ v∗A0(x)− ‖v∗‖‖F (x)− F (0)− A0(x)‖

≥ v∗A0(x)− ε‖v∗‖‖x‖

> v∗A0(x)− ε

η
‖v∗‖v∗x

≥ (r − ε

η
‖v∗‖)ρ(x)

= γρ(x)

with γ > 1 if ε > 0 and δ > 0 are chosen sufficiently small. Hence ρ(F (x))
ρ(x)

= γ > 1,

hypothesis (b) of (Smith and Thieme, 2011, Proposition 3.16) follows.

Theorem 3.7. Let F be of nonlinear operator form F (x) = A(x)x, where A(x) is

homogeneous, bounded and continuously depending on x ∈ X+, and X+ is solid. Let

v ∈ X̆+, define

‖x‖v = inf{β ≥ 0 : −βv ≤ x ≤ βv}.

Assume:

(a) F is forward invariant on X+ \ {0}.

17



(b) For any x ∈ X+ \ {0}, there exists some m ∈ N such that Fm(x) ∈ X̆+.

(c) There exist r0 > 1 and v ∈ X̆+ such that A(0)v ≥ r0v.

Then the semiflow induced by F is uniformly weakly ρ−persistent for ρ(x) = ‖x‖v.

Assume in addition:

(d) The semiflow induced by F has a compact attractor K which attracts all points

in X.

Then the semiflow induced by F is uniformly ρ−persistent for ρ(x) = ‖x‖v.

Proof. First we prove that there is some c > 0 such that ‖x‖v ≤ c‖x‖ for all x ∈ X.

Since v ∈ X̆+, there exist some ε > 0 such that v ± εu ≥ 0 for any u ∈ X+ with

‖u‖ = 1. This implies v ≥ −εu and v ≥ εu. Choose u = x
‖x‖ , we have

v ≥ −ε x

‖x‖
and v ≥ ε

x

‖x‖
.

So

−v ≤ ε
x

‖x‖
≤ v.

By definition of ‖ · ‖v,

‖ε x

‖x‖
‖v ≤ 1.

ε‖x‖v ≤ ‖x‖. Choose c = 1/ε, we get ‖x‖v ≤ c‖x‖ for all x ∈ X.

We introduce another functional:

[x]v = sup{α ≥ 0 : αv ≤ x}.
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We claim that there exists some δ and γ > 1 such that [F (x)]v ≥ γ[x]v when ||x|| < δ.

F (x) = A(x)x ≥ A(x)([x]vv) = [x]vA(x)v

= [x]v(A(0) + A(x)− A(0))v

≥ [x]v(A(0)− ‖((A(x)− A(0))v‖v)v

≥ [x]v(r0 − c‖(A(x)− A(0))v‖)v

≥ [x]v(r0 − c‖A(x)− A(0)‖‖v‖)v.

Since A(x) is bounded, continuously depending on x ∈ X+, we can choose x close

to 0 such that‖A(x)− A(0)‖ small enough. Hence there exists some δ > 0 such that

if ||x|| < δ, r0 − ‖A(x)− A(0)‖‖v‖ > 1.

Let

γ = r0 − ‖A(x)− A(0‖‖v‖ > 1.

From above discussion, we have F (x) ≥ γ[x]vv, then [F (x)]v ≥ γ[x]v.

Let x ∈ X+ \ {0}, set x(n) = F n(x), n ∈ Z+. By assumption (a), ‖x(n)‖v > 0 for

all n ∈ Z+. By assumption (b), there exists some x(m) such that [x(m)]v > 0.

Now suppose the semiflow induced by F is not uniformly weakly ρ−persistent.

Let ε > 0 to be determined later, after a shift in time,

0 < ‖x(n)‖v < ε

for all n ∈ N. There exists some δ > 0 such that [F (x)]v ≥ γ[x]v with γ > 1 if

‖x‖ < δ. Choose ε < δ, then ‖x(n)‖ < δ for all n ∈ N, and by assumption (b),

[F (x(n+m))]v ≥ γm[x(n)]v > 0

for some m. After another shift in time, since γ > 1,

[F (x(n))]v = γn[x]v →∞
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as n→∞, which contradict with

0 < [x(n)]v < ‖x(n)‖v < ε

for all n ∈ N.

So F is uniformly weakly ρ-persistent.

By (Smith and Thieme, 2011, Theorem 4.5) and assumption (d), the semiflow is

uniformly ρ−persistent.

Now we claim that the semiflow is uniformly ρ̃−persistent for ρ̃(x) = [x]v.

Theorem 3.8. Let assumptions of Theorem 3.7 hold, and further, let Φ : J×X → X

be a state-continuous semiflow induced by F . We assume

(i) Φ is point-dissipative and asymptotically smooth.

(ii) If φ : Ĵ → X, Ĵ = J ∪ (−J), is a total Φ−trajectory with pre-compact range

and inft∈Ĵ ρ(φ(t)) > 0, then ρ̃(φ(0)) > 0 where ρ(x) = ‖x‖v, ρ̃(x) = [x]v.

Then (3.1) is uniformly ρ̃−persistent for ρ̃(x) = [x]v.

Proof. By Theorem 3.7, we have F is uniformly ρ−persistent for ρ(x) = ‖x‖v.

First we prove that ρ̃(x) = [x]v is continuous. Let ‖y − x‖v ≤ ε, then

−εv ≤ y − x ≤ εv,

y = x+ y − x ≥ [x]vv − εv = ([x]v − ε)v.

So [y]v ≥ [x]v− ε. We can switch x and y to get [x]v ≥ [y]v− ε. Thus |[x]v− [y]v| < ε,

so [x]v is continuous. Therefore it is semicontinuous. Apply (Smith and Thieme,

2011, Corollary 4.22), we get that the semiflow is uniformly ρ̃-persistence.
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Theorem 3.9. Let Y be a metric space, F : Y → Y be a continuous map generating

the discrete dynamical system y(n + 1) = F (y(n)), y(0) ∈ Y , and let ρ : Y → R+ be

continuous.

Recall

Y0 = {y ∈ Y ;∀n ∈ N : ρ(F n(y)) = 0}. (3.3)

Assume that Y0 6= ∅, also assume that there exists a set B ⊆ Y and some c > 0

such that F n(x)→ B as n→∞ for all x ∈ Y and B ∩ {ρ ≤ c} has compact closure

in Y .

Further assume that, for any y ∈ Y with ρ(y) > 0, ρ(F n(y)) > 0 for infinitely

many n ∈ N.

Let Y0 6= ∅ and

Ω =
⋃
y∈Y0

ω(y) ⊆
k⋃
i=1

Mi, Mi ∩Mj = ∅, i 6= j,

where each Mi is a compact, forward invariant subset of Y0 that is isolated in Y0.

Assume that {M1, . . . ,Mk} is acyclic.

Finally assume that, for i = 1, . . . , k, there exists an open set Ui with Mi ⊆ Ui ⊆

Y .

(i) ρ(F (y)) ≥ ρ(y) for all y ∈ Ui;

(ii) There is no sequence (yn)n∈Z in Ui such that yn+1 = F (yn) and ρ(yn) = ρ(y0) >

0 for all n ∈ Z.

Then the semiflow induced by F is uniformly weakly ρ-persistent.

Compare the conditions (i) and (ii) for more in (Smith and Thieme, 2011, Propo-

sition 3.16).
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Proof. Guided by (Smith and Thieme, 2011, Theorem 8.17), we only need to show

that each Mi is isolated in Y if Mi is isolated in Y0 and each Mi is weakly ρ-repelling.

First we prove that each Mi is isolated in Y if Mi is isolated in Y0. Since Mi is

isolated in Y0, there exists some neighborhood Wi of Mi such that Wi isolates Mi

in Y0: If Ni is compact, invariant and contained in Y0 ∩ Wi, then Ni ⊂ Mi. By

assumption, we have a neighborhood Ui of Mi satisfying (i) and (ii), we show that

Wi ∩ Ui isolates Mi in Y .

Let Ñi be a compact invariant subset of Wi∩Ui. Suppose that Ñi contains a point

in y ∈ Y \ Y0. By (Smith and Thieme, 2011, Theorem 1.40), since Ñi is invariant,

there exists a sequence (yn)n∈Z such that y0 = y, yn+1 = F (yn) for all n ∈ Z and

yn ∈ Ñi for all n ∈ Z. Since y ∈ Y \ Y0, then by (i), ρ(yn) ≥ ρ(yn−1) ≥ ρ(yn−2) ≥

· · · ≥ ρ(y) > 0. So the sequence (ρ(F n(y))) is increasing and bounded, it has a limit

α = limn→∞ ρ(yn) > 0.

The ω−set of (yn)n∈Z is

{lim ynj
|ynj

is the subsequence of (yn)}.

Since (ρ(F n(y))) has the limit α, ρ(z) = α for all z ∈ ω((yn)n∈Z). Since ω((yn)n∈Z)

is an invariant set, apply (Smith and Thieme, 2011, Theorem 1.40) again, we could

find a sequence (zn)n∈Z such that zn+1 = F (zn) for all n ∈ Z and zn ∈ ω((yn)n∈Z) for

all n ∈ Z. And

ρ(z1) = ρ(z2) = ρ(z3) = · · · = ρ(zn) = α > 0

for all n ∈ Z, contradicting (ii). Therefore Ñi ⊂Mi in Y0, Mi is isolated in Y .

Now we need to prove that Mi is weakly ρ−repelling. Suppose not, there exists

a y ∈ Y such that ρ(y) > 0, F n(y) → Mi. Then there exists some N ∈ N such that

ρ(F n(y)) ∈ Ui for all n > N . By the assumption that ρ(F n(y)) > 0 for infinitely

many n ∈ N when ρ(y) > 0, we can find a subsequence of (yn), which we denote as
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(yn) again such that ρ(yn) > 0 and ρ(yn) ∈ Ui for all n ∈ N. By (i), ρ(yn) is increasing

for all n ∈ N and bounded, so it has a limit point y0 ∈ Mi such that ρ(y0) > 0. But

ρ is zero on Mi ⊆ Y0, a contradiction.

If Φ(t, y) → Mi, ρ(y0) = limn→∞ ρ(yn) → 0 since ρ is continuous. Therefore

ρ(y0) > 0 contradict with ρ(y0) = 0. So each Mi is weakly ρ−repelling.

Now by (Smith and Thieme, 2011, Theorem 8.17), Φ is uniformly weakly ρ-

persistent.
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Chapter 4

GENERALIZATION STUDY FOR AN ABSTRACT DENSITY DEPENDENT

INTEGRAL PROJECTION MODEL

Let A be a positive linear bounded operator on an ordered Banach space X with

positive cone X+, that is, AX+ ⊂ X+. Assume that r(A) < 1.

Let f : X+ → X+ be continuous and compact, f(0) = 0 where 0 ∈ X+. Consider

the semilinear map F : X+ → X+ defined by

F (x) = Ax+ f(x), x ∈ X+.

Our next generation model is given by

xn+1 = F (xn), n ≥ 0, x0 ∈ X+.

Hence we have

xn+1 = Axn + f(xn), n ≥ 0. (4.1)

To help us understanding this general model, we introduce two specialized models

Example 4.1, Example 4.2. By studying the persistence and stability properties for

these two examples, we get a better idea for how to derive some general results for

our general model 4.1.

Example 4.1.

xn+1 = Axn + f̃(xn)b, n ≥ 0

where f̃ : X+ → [0,∞) is continuous and compact, b ∈ X+.

Example 4.2.

xn+1 = Axn + f̂(c∗xn), n ≥ 0
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where f̂ : [0,∞) → X+ is continuous and compact, c∗ denotes a positive bounded

linear functional on X.

4.1 Fundamentals of the Dynamics

By (4.1), we have

xn = Anx0 +
n∑
k=1

Ak−1f(xn−k), n ∈ N.

By the triangle inequality,

‖xn‖ ≤ ‖Anx0‖+
n∑
k=1

‖Ak−1‖‖f(xn−k)‖, n ∈ N. (4.2)

Proposition 4.3. The discrete dynamical system F has the following properties:

(a) F is asymptotically smooth.

(b) If {xn}n≥0 is bounded, then the orbit O(x0) = {xn = F n(x0);n ∈ N} has

compact closure. Its omega limit set ω(x0) is nonempty, compact, invariant,

and xn → ω(x0).

(c) If F is point dissipative,

Ω =
⋃
{ω(x0);x0 ∈ X+}

has compact closure in X+, attracts every point of X+.

(d) If F is point dissipative and eventually bounded on bounded sets, the semiflow

induced by F has a compact attractor, A, of bounded sets.

Proof. (a) Notice that F = A + f with a compact map f . By induction, for each

n ∈ N, F n = An + fn with a compact map fn : X+ → X+. By (Smith and Thieme,

2011, Theorem 2.46), F is asymptotically smooth.
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(b) Since {xn}n≥0 is bounded and f is compact, the closure of {f(xn)}n≥0 is a

compact set, which is bounded. Then there exists some C > 0 such that ‖f(xn)‖ ≤ C

for all n ∈ Z+.

By (4.2),

‖xn‖ ≤ ‖Anx0‖+ C(
n−1∑
k=0

‖Ak‖), n ∈ N.

The series converges because r(A) = limk→∞ ‖Ak‖1/k < 1. Compactness of O(x0)

follows from (a) and (Smith and Thieme, 2011, Proposition 2.27). The properties of

ω(x0) follow in the usual way ((Smith and Thieme, 2011, Theorem.2.11)).

(c) (Smith and Thieme, 2011, Theorem.2.28.).

(d) See Corollary 3.4.

Let’s consider the special case Example 4.1, (4.2) has the form

‖xn‖ ≤ ‖Anx0‖+
n∑
k=1

f̃(xn−k)‖Ak−1b‖, n ∈ N.

We define positive vector e by

e = (I − A)−1b =
∑
j≥0

Ajb. (4.3)

Lemma 4.4. In Example 4.1, let S ⊂ X+ be invariant and bounded,i.e. F (S) = S.

Assume f̃ maps bounded set to bounded set, then there exist some C > 0 such that

S ⊂ [0, Ce].

Proof. Let z ∈ S. By (Smith and Thieme, 2011, Theorem.1.40), there exists a se-

quence (zn)n∈Z in S with

zn+1 = F (zn) = Azn + f̃(zn)b, n ∈ Z, z0 = z.

Since (zn) is bounded, there exists some C > 0 such that f̃(zn) ≤ C for all n ∈ Z

with C not depending on z and n. Hence

zn ≤ Azn−1 + Cb, n ∈ Z.
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By induction,

zn ≤ Akzn−k + C

k−1∑
j=0

Ajb, n ∈ Z, k ∈ N.

The right hand side converges to Ce as k → ∞. Since X+ is closed, zn ≤ Ce for all

n ∈ Z. In particular z ≤ Ce.

Remark 4.5. Proposition 4.3 apply to Example 4.1 and Example 4.2, and for Exam-

ple 4.1, the omega limit set in part (b) also have the property ω(x0) ⊂ [0, Ce] where

C comes from Lemma 4.4.

Now we look at the linearization of F at x = 0. If F is Frechet differentiable at 0

with respect to the cone, there exists a positive bounded linear operator L : X+ → X+

such that

‖f(x)− f(0)− L(x)‖
‖x‖

→ 0, x→ 0+

We denote L as f ′(0), then the linearization of F at 0 is of the form Bx = Ax +

f ′(0)(x), x ∈ X, where f ′(0) is an additive and homogeneous map on X+.

There is a relationship between spectral radius r(B) of the linearized operator B

and f ′(0).

Theorem 4.6. Assume that X+ is a reproducing cone with ordered Banach space

X, r(A) < 1, we denote f ′(0) as the derivative of f at 0. Since f is compact, we

have f ′(0) is compact (Deimling, 1985, Proposition 8.2),(Smoller, 1983, Theorem

13.2), (Krasnoselskĭı and Zabrĕıko, 1984, Section 17.5) then r(A + f ′(0)) − 1 and

r((I−A)−1f ′(0))− 1 have the same sign. Moreover, if r(B) > r(A), then r(B) is an

eigenvalue of B with a positive eigenvector.

This result is an infinite-dimensional generalization of Cushing and Zhou (1994)

To prove this theorem we need the following fact:
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Let λ > r(A),

λ− A− f ′(0) = (λ− A)(I− (λ− A)−1f ′(0)) = (I− f ′(0)(λ− A)−1)(λ− A).

Hence the following are equivalent

(a) λ ∈ ρ(A+ f ′(0))

(b) 1 ∈ ρ((λ− A)−1f ′(0))

(c) 1 ∈ ρ(f ′(0)(λ− A)−1) and in either case

(λ− A− f ′(0))−1 = (I− (λ− A)−1f ′(0))−1(λ− A)−1

= (λ− A)−1(I− f ′(0)(λ− A)−1)−1.

The compactness of f ′(0) can be dropped if X+ is normal and generating (Thieme,

2009, Theorem 3.10).

Proof of Theorem 4.6. The compact map f ′(0) : X+ → X+ can be extended to a

linear compact map from X to X because X+ is generating and X an ordered Banach

space. Assume that r((I−A)−1f ′(0)) > 1. Since f ′(0) is compact, r((λ−A)−1f ′(0)) is

a continuous function of λ ≥ 1. By the intermediate value theorem, there exists some

λ > 1 such that r((λ− A)−1f ′(0)) = 1. Then 1 is in the spectrum of (λ− A)−1f ′(0)

and λ is in the spectrum of A+ f ′(0). Hence r(A+ f ′(0)) > 1.

In the same way it follows that r((I− A)−1f ′(0)) ≥ 1 implies r(A+ f ′(0)) ≥ 1.

Let r(A + f ′(0)) = r ≥ 1. Since r(A) < 1, the spectral radius is larger than the

essential spectral radius and r(A + f ′(0)) is an eigenvalue of A + f ′(0) Nussbaum

(1981). So 1 is in the spectrum of (r − A)−1f ′(0) and

s := r((r − A)−1f ′(0)) ≥ 1.

By the Krein-Rutman theorem, there exists some v ∈ X+, v 6= 0, such that

(r − A)−1f ′(0)v = sv.
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Since (λ− A)−1f ′(0)v is a decreasing function of λ ≥ r(A), we have

(I− A)−1f ′(0) ≥ v.

This implies that

r((I− A)−1f ′(0)) ≥ 1.

By contraposition, r((I− A)−1) < 1 implies r(A+ f ′(0)) < 1.

Let r(A + f ′(0)) = r > 1. Since r(A)f ′(0) < 1 there exists some v ∈ X+, v 6= 0

such that

(A+ f ′(0))v = rv.

Choose some ξ ∈ (0, 1) such that ξr ≥ 1. Then

(A+ ξf ′(0))v ≥ ξ(A+ f ′(0))v = ξrv ≥ v.

So (I− A)v ≤ ξf ′(0)v and v ≤ ξ(I− A)−1f ′(0)v By Krasnoselskĭı (1964),

1 ≤ r(ξ((I− A)−1f ′(0)) = ξr((I− A)−1f ′(0)).

Thus r((I− A)−1f ′(0)) ≥ 1/ξ > 1.

The last statement follows by Nussbaum (1981) since f ′(0) is compact.

Apply Theorem 4.6 to special cases Example 4.1, Example 4.2, we have following

results:

For Example 4.1, the linearized form for F is represented by B = A+bf̃ ′(0) where

f̃ ′(0) is the derivative of f̃ ′(0), f̃ ′(0) is a linear functional on X.

Corollary 4.7. Let � denotes one of the relations <,>,=, then r(B) � 1 if and only

if r(ef̃ ′(0)) � 1 where e comes from (4.3). Moreover, if r(B) > r(A), then r(B) is an

eigenvalue of B with a positive eigenvector.
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Here ef̃ ′(0) = (I − A)−1bf̃ ′(0) represents (I − A)−1f ′(0) and B is A + f ′(0) in

Theorem 4.6.

For Example 4.2, assume f̂ be differentiable at 0, we denote the derivative as

f̂ ′(0), f̂ ′(0) ∈ X+. We define

ê = (I− A)−1f̂ ′(0) =
∑
j≥0

Aj f̂ ′(0). (4.4)

The linearizations of F , if they exist, as

Bx = Ax+ f̂ ′(0)(c∗x), x ∈ X.

Apply Theorem 4.6 to this example, B is the linearized form A + f ′(0), êc∗ is (I −

A)−1f ′(0).

Corollary 4.8. Let � denotes one of the relations <,>,=, then r(B)�1 if and only if

r(êc∗) � 1. Moreover, if r(B) > r(A), then r(B) is an eigenvalue of B with a positive

eigenvector.

Apply the definition of spectral radius, we can get the value of r(I − A)−1f ′(0)

in Example 4.1 and 4.2. Namely r((I − A)−1bf̃ ′(0)) = f̃ ′(0)e in Example 4.1 and

r((I− A)−1f̂ ′(0)c∗) = c∗ê in Example 4.2.

Since in both Example 4.1 and 4.2, (I − A)−1f ′(0) can be written as the form

(I−A)−1f ′(0)x = (x∗x)a where x∗ ∈ X∗+, a ∈ X+. Denote D = (I−A)−1f ′(0), since

by Definition 2.7: r(D) = limn→∞ ‖Dn‖1/n
+ , we have

Dx = (x∗x)a,

D2x = x∗(x∗xa)a

= (x∗x)(x∗a)a,
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D3x = x∗((x∗x)(x∗a)a)a

= (x∗x)(x∗a)2a.

Therefore

Dnx = (x∗x)(x∗a)n−1a,

‖Dn‖ = ‖x∗x‖(x∗a)n−1‖a‖,

r(D) = lim
n→∞

‖Dn‖1/n = x∗a.

For Example 4.1, (I − A)−1bf̃ ′(0)x = (f̃ ′(0)x)e, so x∗ is f̃ ′(0), a is e. r((I −

A)−1bf̃ ′(0)) = f̃ ′(0)e.

For Example 4.2, (I−A)−1f̂ ′(0)c∗x = (c∗x)ê, so x∗ is c∗, a is ê. r((I−A)−1f̂ ′(0)c∗) =

c∗ê.

4.2 Extinction and Stability of the Extinction State

We expect that the zero fixed point is stable when r(B) = r(A + f ′(0)) < 1,

equivalently, by Theorem 4.6, when r((I−A)−1f ′(0)) < 1, and unstable if the reverse

strict inequality holds.

4.2.1 General Results

Theorem 4.9. If r(A+f ′(0)) < 1, then 0 is asymptotically stable with respect to ‖ ·‖

for map B.

Theorem 4.10. If r(A + f ′(0)) < 1 and Fx ≤ Bx, then 0 is globally stable with

respect to ‖ · ‖ for map F .

Theorem 4.11. If r(A + f ′(0)) < 1, then 0 is locally stable with respect to ‖ · ‖ for

map F .
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Proof. After switching to an equivalent norm, we can assume that ‖A + f ′(0)‖ < 1

(Krasnoselskĭı, 1964, Theorem.2.5.2). Since f is Frechet differentiable at 0, let ε > 0,

there exist some δ such that for ‖x‖ < δ:

‖f(x)− f ′(0)(x)‖
‖x‖

< ε.

Therefore ‖f(x) − f ′(0)(x)‖ < ε‖x‖. We choose ε small enough such that ε + ‖A +

f ′(0)‖ < 1. Now we claim that if ‖x1‖ < δ, ‖xn‖ < δ for all n ∈ N.

For ‖x‖ < δ, Fx = Ax+ f(x) = Ax+ f ′(0)(x) + (f(x)− f ′(0)(x)). So

‖Fx‖ ≤ ‖A+ f ′(0)‖‖x‖+ ‖f(x)− f ′(0)(x)‖

< ‖A+ f ′(0)‖‖x‖+ ε‖x‖

= (‖A+ f ′(0)‖+ ε)‖x‖

< ‖x‖ < δ.

So ‖xn‖ ≤ δ which implies ‖xn+1‖ ≤ α‖xn‖ for all m ∈ N with some α < 1 and the

statement follows.

4.2.2 Special Cases for Example 1 and Example 2

For Example 4.1, we introduce a useful linear functional

g̃ = f̃ ′(0)(I − A)−1. (4.5)

Then

g̃ = g̃A+ f̃ ′(0) ≥ f̃ ′(0),

g̃b = f̃ ′(0)(I − A)−1b = f̃ ′(0)e.

We have following two extinction results.

Theorem 4.12. Let X+ be normal. If f̃ ′(0)(e) = 0, then for all n ∈ N, f̃ ′(0)(xn) =

f̃ ′(0)(Anx0) and f̃ ′(0)(xn)→ 0 as n→∞. If f̃ ′(0)(e) > 0, assume there exists some

η ∈ (0,∞) such that f̃(x)f̃ ′(0)(e) ≤ f̃ ′(0)(x) for all x ∈ X+ with g̃(x) ≤ η.
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(a) Then 0 is stable with respect to g̃: For any δ ∈ (0, η), g̃(xn) ≤ δ for all n ∈ N

whenever g̃(x0) ≤ δ.

(b) If there is some η̃ ∈ (0,∞] such that f̃(x)f̃ ′(0)(e) < f̃ ′(0)(x) for all g̃(x) < η̃,

then xn → 0 whenever g̃(x0) < η̃, and 0 is locally asymptotically stable.

Proof. (a) If f̃ ′(0)(e) = 0:

f̃ ′(0)(e) = 0 implies that f̃ ′(0)(Anb) = 0 for all n ∈ Z+. Since

xn = Anx0 +
n∑
k=1

f̃(xn−k)A
k−1b,

we have

f̃ ′(0)(xn) = f̃ ′(0)(Anx0) +
n∑
k=1

f̃(xn−k)f̃
′(0)(Ak−1b).

Therefore we have f̃ ′(0)(xn) = f̃ ′(0)(Anx0) for all n ∈ N.

Since r(A) < 1, Anx0 → 0 as n→∞. f̃ ′(0)(xn) = f̃ ′(0)(Anx0)→ 0 as n→∞.

If f̃ ′(0)(e) > 0:

Let x ∈ X+ and g̃x ≤ η. Then f̃ ′(0)(x) ≤ η, and

g̃(F (x)) = g̃Ax+f̃(x)g̃(b) = g̃(x)−f̃ ′(0)(x)+f̃(x)f̃ ′(0)(e) ≤ g̃(x)−f̃ ′(0)(x)+f̃ ′(0)(x) = g̃(x).

Let xn = F n(x). Then the term g̃(xn) form a decreasing sequence and (a) follows.

(b) Let α be the limit of {g̃(xn)}. If g̃(x0) < η̃, α < η̃, then

α = lim
n→∞

g̃(xn+1) = lim
n→∞

(g̃(xn)− f̃ ′(0)(xn) + f̃(xn)f̃ ′(0)(e)).

This implies that −f̃ ′(0)(x)n + f̃(xn)f̃ ′(0)(e)→ 0 as n→∞. If f̃ ′(0)(e) = 0, by (a),

we have our conclusion.

Now we consider f̃ ′(0)(e) > 0, since f̃ ′(0)(xn) ≤ g̃(xn), {g̃(xn)}n≥0 bounded

implies {f̃ ′(0)(xn)}n≥0 bounded. And we have −f̃ ′(0)(xn) + f̃(xn)f̃ ′(0)(e) → 0, so

{f̃(xn)}n≥0 is also bounded.
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Suppose that

β := lim sup
n→∞

f̃ ′(0)(x)n > 0.

There exists a strictly increasing sequence (nk) of natural numbers such that f̃ ′(0)(x)nk
→

β. And since {f̃(xn)}n≥0 is bounded, by Remark 4.5 (b), we can find a subsequence

of (xnk
), here we denote as (xnk

) again, such that xnk
→ x̃0, where x̃0 ∈ ω(x0), clearly

g̃(x̃0) ≤ η. Since f̃ is continuous and β > 0,

β = lim
k→∞

f̃(xnk
)f̃ ′(0)(e) = f(x̃0)f̃ ′(0)(e) < f̃ ′(0)(x̃0) = lim

k→∞
f̃ ′(0)(x)nk

= β,

a contradiction.

So β = 0 and f̃ ′(0)(x)n → 0 and f̃(xn) → 0 as n → ∞. Since
∑∞

n=1 ‖Anb‖ con-

verges, we can apply Lebesgue’s dominated convergence theorem (with the counting

measure) to

‖xn‖ ≤ ‖Anx0‖+
n∑
k=1

f̃(xn−k)‖Ak−1b‖, n ∈ N.

and obtain ‖xn‖ → 0 as n→∞.

Corollary 4.13. (a) If f̃ is differentiable at 0 and f̃ ′(0)(e) < 1, then 0 is locally

asymptotically stable.

(b) If f̃(x)f̃ ′(0)(e) < f̃ ′(0)(x) for all x ∈ X+, then F n(x) → 0 as n → ∞ for all

x ∈ X+, and 0 is globally asymptotically stable.

For Example 4.2, again, we introduce a useful linear functional

ĝ = c∗(I − A)−1. (4.6)

Then we have

ĝ = ĝA+ c∗ ≥ c∗,

ĝf̂ ′(0) = c∗(I − A)−1f̂ ′(0) = c∗ê.

34



Theorem 4.14. Let X+ be normal, assume that there exists some η ∈ (0,∞] be such

that ĝf̂(c∗x) ≤ c∗x for all x ∈ X+ with ĝx ≤ η.

(a) Then 0 is stable with respect to ĝ: For any δ ∈ (0, η), ĝxn ≤ δ for all n ∈ N

whenever ĝx0 ≤ δ.

(b) 0 is locally stable with respect to ‖ · ‖.

Proof. (a) Let x ∈ X+ and ĝx ≤ η. Then c∗x ≤ η, and

ĝF (x) = ĝAx+ ĝf̂(c∗x) = ĝx− c∗x+ ĝf̂(c∗x) ≤ ĝx− c∗x+ c∗x = ĝx.

Let xn = F n(x). Then the term ĝxn form a decreasing sequence, so the statement

follows.

(b) By (a) and ĝ ≥ c∗, we have c∗xn ≤ δ for all n ∈ N whenever δ ∈ (0, η) and

ĝx0 ≤ δ. By (4.2), Example 4.2 has the form:

‖xn‖ ≤ ‖Anx0‖+ sup ‖f̂ [0, δ]‖
n∑
k=1

‖Ak−1‖.

After switching to an equivalent norm, we can assume that ‖A‖ < 1 (Krasnoselskĭı,

1964, Theorem 2.5.2) Let ε > 0 and ‖x0‖ ≤ ε. Then, for n ∈ N,

‖xn‖ ≤ ‖A‖ε+ sup ‖f̂([0, δ])‖
∞∑
k=1

‖Ak−1‖.

Choosing δ ∈ (0, ε) small enough, we can achieve, ‖xn‖ ≤ ε for all n ∈ N provided

‖x0‖ ≤ ε and ‖x0‖ ≤ ε and ĝx0 ≤ δ. Now choose δ̃ = min{ε, δ/‖ĝ‖}. Then ‖xn‖ ≤ ε

whenever ‖x0‖ ≤ δ̃.

Corollary 4.15. If f̂ is differentiable at 0 and c∗ê < 1, where ê comes from (4.4),

then 0 is locally stable.
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4.3 Persistence

4.3.1 General Model

Theorem 4.16. For F : X+ → X+, F (x) = A(x) + f(x), we assume

(i) There exists v∗ ∈ X∗+, v∗ 6= 0, r > 1 such that v∗(I− A)−1f ′(0) = rv∗.

(ii) Define w∗ = v∗(I − A)−1 and assume v∗x > 0 implies w∗f(x) > 0, w∗x = 0 =

w∗f(x) implies f(x) = 0.

(iii) Let η ∈ (0, 1), there exists some δ > 0 such that w∗f(x) ≥ (1− η)w∗(f ′(0)x) if

‖x‖ < δ.

Define ρ = w∗ = v∗(I − A)−1, then the semiflow induced by F is uniformly weakly

ρ−persistent:

There exists some ε > 0 such that lim supn→∞w
∗xn ≥ ε if w∗x0 > 0.

The semiflow is uniformly ρ-persistent if, in addition, the norm is monotone and

there exist some R > 0, some linear bounded positive operator D and some y ∈ X+

such that f(x) ≤ y +Dx for all x ∈ X+ with ‖x‖ ≥ R and r(A+D) < 1.

This proof uses some unpublished ideas of Hal Smith. Existence of v∗ satisfying

(i) follows from Krein-Rutman theorem if X+ is generating.

Proof. By w∗ = v∗(I− A)−1 and w∗ = w∗A+ v∗ ≥ v∗,

w∗xn+1 = w∗Axn + w∗f(xn) = (w∗ − v∗)xn + w∗f(xn). (4.7)

Apply Proposition 3.9, here ρ(x) = w∗x, suppose that w∗x0 > 0. If v∗x0 > 0, then

by (ii), w∗x1 ≥ w∗f(x0) > 0. If v∗x0 = 0, then w∗x1 ≥ w∗x0 > 0.

It follows that if w∗x0 > 0, then w∗xn > 0 for all n ≥ 0.

We want to apply Theorem 3.9, define
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Y0 = {y ∈ Y ;w∗(F n(y)) = 0 for all n ∈ N}.

First we show that solutions starting in Y0 converge to 0: Let y0 ∈ Y , we have

w∗(y0) = 0, by assumption (ii), f(y0) = 0. Therefore

w∗(y1) = w∗(F (y0)) = w∗Ay0 + w∗f(y0) = (w∗ − v∗)y0 + w∗f(y0).

Since w∗(y1) = w∗(F (y0)) = 0 and f(y0) = 0, we have v∗(y0) = w∗(y0) = 0 and

y1 = A(y0) + f(y0) = A(y0).

Assume yn = An(y0) ∈ Y0 for some n ∈ N, we have w∗(yn) = 0, by assumption

(ii), f(yn) = 0. Therefore

w∗(yn+1) = w∗(F (yn)) = w∗Ayn + w∗f(yn) = (w∗ − v∗)yn + w∗f(yn).

Since w∗(yn+1) = w∗(F (yn)) = 0 and f(yn) = 0, we have v∗(yn) = w∗(yn) = 0 and

yn+1 = A(yn) + f(yn) = A(yn) = An+1(y0).

By induction, we get that yn = An(y0) and v∗(yn) = 0 for all n ∈ N. Since

r(A) < 1, the sequence (yn)→ 0 as n→∞.

Then we claim that {0} is isolated in Y0.

Let W be a neighborhood of {0}, K is a compact invariant subset of W and

K ⊂ Y0. If there exists z 6= 0 such that z ∈ K, since K is invariant, we could find

a sequence {(z−n)} ⊂ N such that z = F n(z−n) = An(z−n) → 0 as n → ∞. This

contradicts z 6= 0. Then K = {0}. Hence we get {0} is isolated in Y0.

We also have Y0 is acyclic. Suppose not, there exists x0 6= 0, the sequence {xn}

have the relation xn+1 = F (xn) for all n ∈ N and xn → 0 as n→ ±∞.

By previous proof, we have xn → 0 as n→∞. Also x0 = Anx−n → 0 as n→∞,

which contradicts x0 6= 0. Therefore Y0 is acyclic.

Let U be the neighborhood of {0} such that if x ∈ U , ‖x‖ < δ.
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First we show that if ‖x‖ ∈ U , then w∗f(x) ≥ ξv∗x.

By assumption (iii), let η > 0, there exists some δ > 0 such that w∗f(x) ≥

(1− η)w∗(f ′(0)x), so w∗f(x)− w∗(f ′(0)x) ≥ −ηw∗(f ′(0)x).

w∗f(x) = w∗(f(x)− f ′(0)x+ f ′(0)x)

= w∗f ′(0)x+ w∗(f(x)− f ′(0)x)

≥ rv∗x− ηw∗(f ′(0)x)

= (r − rη)v∗x.

We set ξ = r(1− η), and let η small enough such that ξ > 1.

Then the assumptions of Theorem 3.9 are easy to check.

For (i), w∗xn+1 = (w∗ − v∗)xn + w∗f(xn) > w∗xn + (ξ − 1)v∗xn ≥ w∗xn for all xn

such that w∗xn < δ.

For (ii), if w∗(xn+1) = w∗(xn) > 0 for all n ∈ Z, then by (4.7), we have w∗f(xn) =

v∗(xn) for all n ∈ Z. By assumption (i) and (iii), we have w∗f(x) ≥ ξv∗x for ξ > 1

when ‖x‖ < δ. Hence w∗f(xn) = v∗(xn) ≥ ξv∗(xn) for all n ∈ Z, this happens only

if v∗xn = 0 for all n ∈ Z. Therefore w∗f(xn) = 0 and w∗(xn) = w∗Anx0 → 0 for all

n ∈ Z. Since r(A) < 1, w∗(xn)→ 0 as n→∞, then w∗(xn) = 0 for all n ∈ Z.

For uniformly ρ-persistent, by Proposition 3.3 and Corollary 3.4, the semiflow

induced by F has compact attractor of bounded sets. Hence apply (Smith and

Thieme, 2011, Theorem 4.5), we have uniformly weakly ρ-persistent implies uniformly

ρ-persistent result.

4.3.2 Special Cases for Example 1 and Example 2

Apply Theorem 4.16 to Example 4.1, Example 4.2, we have some persistence

results.

For Example 4.1, g̃ and f̃ ′(0) is w∗ and v∗ respectively in Theorem 4.16, then we

38



have:

Theorem 4.17. For F : X+ → X+, F (x) = A(x) + f̃(x)b, we assume that f̃(0) = 0

and f̃ is differentiable at 0. Further we assume

(i) f̃ ′(0)(e) > 1.

(ii) f̃ ′(0)(x) > 0 implies g̃f̃(x) > 0.

(iii) Let η ∈ (0, 1), there exists some δ > 0 such that f̃(x) ≥ (1 − η)(f ′(0)x) if

‖x‖ < δ.

Then the semiflow induced by F is uniformly weakly persistent in the following sense:

There exists some ε > 0 such that lim supn→∞ f̃(xn) ≥ ε for any solution (xn)

with g̃(x0) > 0.

Proof. Since f̃ ′(0)(e) > 1, let r = f̃ ′(0)(e), then f̃ ′(0)(I − A)−1bf̃ ′(0) = rf̃ ′(0).

We view f̃ ′(0)(I − A)−1 as w∗, bf̃ ′(0) as f ′(0), then assumption of Theorem 4.16:

v∗(I − A)−1f ′(0) = rv∗ and r > 1 is satisfied. Assumptions (ii) and (iii) are the

same as Theorem 4.16. Therefore all assumptions of Theorem 4.16 are satisfied, the

conclusion follows.

For Example 4.2, similarly, we view ĝ and c∗ as w∗ and v∗ respectively in Theorem

4.16, then we have:

Theorem 4.18. For F : X+ → X+, F (x) = A(x) + f̂(c∗x), we assume that f̂(0) = 0

and f̂ is differentiable at 0. Further we assume

(i) c∗ê > 1 where ê = (I− A)−1f̂ ′(0),

(ii) ĝf̂(s) > 0 for all s ∈ (0,∞).
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Then the semiflow is uniformly weakly persistent in the following sense:

There exists some ε > 0 such that lim supn→∞ ĝxn ≥ ε for any solution (xn) with

ĝx0 > 0.

Proof. Let c∗ê = r, we have c∗(I − A)−1f̂ ′(0)c∗ = rc∗, here we view c∗ as v∗, f̂ ′(0)c∗

as f ′(0), then we have v∗(I−A)−1f ′(0) = rv∗ for r > 1 as assumption (i) in Theorem

4.16. Assumption (ii) is the same as Theorem 4.16.

For Assumption (iii), since f̂ is differentiable at 0, ĝ is linear, we have ĝf̂ is

differentiable at 0. And

ĝf̂(s)

s
→ ĝf̂ ′(0) = c∗ê > 1

as s→ 0 where s ∈ R+.

Let η > 0, there exists some δ > 0 such that ĝf̂(s)
s

> (1− η)ĝf̂ ′(0) for all |s| < δ.

Therefore there exists δ1 > 0 such that if ‖x‖ < δ1, s = c∗x < δ. Then ĝf̂(s)s >

(1 − η)ĝ(f̂ ′(0))(s) for s = c∗x and ‖x‖ < δ1. So assumption (iii) of Theorem 4.16 is

satisfied.

Since all assumptions of Theorem 4.16 are satisfied, the conclusion follows.

Remark 4.19. If the semi-dynamical system generated by F is point dissipative, then

for Example 4.1, F is uniformly g̃-persistence under the assumptions of Theorem 4.17.

For Example 4.2, F is uniformly ĝ-persistence under the assumptions of Theorem 4.18.

Proof. Apply (Smith and Thieme, 2011, Corollary 4.8).
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Chapter 5

PERSISTENCE AND EXTINCTION OF DIFFUSING POPULATIONS WITH

TWO SEXES AND SHORT REPRODUCTIVE SEASON

5.1 Introduction

In discrete infinite-dimensional dynamical system, the next generation operator

maps the spatial offspring distribution of one reproductive season to the distribution

of the next season. Here we consider a model for a spatially distributed population

of male and female individuals that mate and reproduce only once in their life during

a very short reproductive season. There is only one reproductive season in a year,

and individuals reproduce during the reproductive season that follows the one during

which they have been born. Between birth and mating, females and males move

by diffusion on a bounded domain Ω under Neumann boundary conditions and are

subject to density-dependent per capita mortality rates. Mating and reproduction is

described by a (positively) homogeneous function (of degree one). The model is a

special case of a periodic impulsive reaction diffusion system, but similarly as in Lewis

and Li (2012) we treat it as an abstract difference equation or a discrete semiflow on

an infinite dimensional state space Smith and Thieme (2011). The semiflow is induced

by a map that relates this year’s offspring density to next year’s offspring density.

We identify a basic reproduction number R0 that acts as a threshold between

extinction and persistence. If R0 < 1, the population dies out while it persists

(uniformly weakly) if R0 > 1. Because of the homogeneous mating function, the

map that induces the discrete semiflow is not differentiable at the origin, and so

R0 is not the spectral radius of a bounded positive linear operator Diekmann et al.
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(1990, 2012); Smith and Thieme (2011); Zhao (2003) but the cone spectral radius of a

continuous, order-preserving, homogeneous map that approximates the semiflow map

at the origin. More generally, the threshold separating extinction and persistence

is not determined from a linear problem Cantrell and Cosner (2004); Cantrell et al.

(2007) but from a homogeneous (i.e.,non-additive) one.

To a certain degree, our model is a two-sex version of the model in Lewis and Li

(2012) for bounded domains. There do not seem to be many models that combine

spatial and sexual structure. Diffusive spread and traveling waves are studied on the

real line in Ashih and Wilson (2001); the mating is not modeled by a homogeneous

function but one that is of Michaelis-Menten (alias Monod alias Holling II) form, and

the mating is not seasonal. A system of two integro-difference equations is used in

Miller et al. (2011), and the speed of two-sex invasions on the real line is investigated;

the mating is modeled by a homogeneous function that is multiplied by a density-

dependent reproductive success factor. In our model, it is the per capita mortality

rate that is density-dependent.

5.2 The Model

We assume that mating and reproduction only occurs once a year during a very

short season. We let this season mark the transition from one year to the next.

During the year, females and males move by diffusion on a bounded domain Ω in

some Euclidean space R2.

The density of offspring at location x ∈ Ω at the end of the reproductive season

is denoted by f(x) with a continuous function f : Ω̄ → R+. Our aim is to construct

a map F : C+(Ω̄) → C+(Ω̄) on the nonnegative continuous functions that maps this

year’s density of offspring to next year’s density of offspring and thus gives rise to a

42



discrete semiflow (F n)n∈Z+ and a difference equation

fn = F (fn−1), n ∈ N. (5.1)

5.2.1 The Model for within One Year Dispersion

The dispersion within one year is modeled by a system of partial differential

equations. Let u1(t, x) and u2(t, x) represent the density of females and males at

location x ∈ Ω at time t ∈ [0, 1] where the number 1 marks the end of the year,

(∂t − di∆)ui = −µi(t, x, u)ui, 0 < t ≤ 1, x ∈ Ω, i = 1, 2

u = (u1, u2)

(5.2)

with Neumann boundary conditions

∂νui(t, x) = 0, x ∈ ∂Ω, (5.3)

and initial conditions

ui(0, x) = pi(x)f(x), i = 1, 2. (5.4)

Here 4 is the Laplace operator in x, di are diffusion constants of females and males

respectively, µi are density dependent per capita mortality rates, pi(x) are the prob-

abilities that the offspring at x is female/male.

We also consider the linear partial differential equations (5.2),(5.3), and (5.4)with

µi(t, x, u) being replaced by µi(t, x, 0).

Assumption 5.1. We assume that µi : [0,∞) × Ω × [0,∞) → R are nonnegative

and differentiable and that the derivatives and µi themselves are bounded on all

sets [0, a] × Ω × [0, a]. We also assume that the boundary ∂Ω is C4. The functions

pi : Ω̄→ [0, 1] are assumed to be continuous and to be strictly positive on Ω.
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Under these assumptions, unique continuous mild solutions u1, u2 exist on [0, 1]×Ω̄

as can be seen by a standard fixed point argument. These solutions are classical in the

sense that they have partial derivatives ∂tui and first and second partial derivatives

with respect to x on (0, 1]×Ω. This can be seen by a bootstrap argument similar to

the one in the proof of (Smith, 1995, Theorem.3.1)

5.2.2 The Next Year Offspring Map

The next year offspring map F : C+(Ω̄)→ C+(Ω̄) is given by

F (f)(x) = φ(x, u1(1, x), u2(1, x)), f ∈ C+(Ω̄), x ∈ Ω̄ (5.5)

where u1 and u2 are the solutions of (5.2), (5.3) and (5.4), and φ : Ω×R2
+ → R+ is the

mating and reproduction function. If there are u1 females and u2 males at location x

in Ω, φ(x, u1, u2) is the amount of offspring produced at x.

5.2.3 Properties of Mating and Reproduction Function

• φ is continuous on Ω̄× R2
+.

• φ(x, ·) is order preserving on R2
+ for each x ∈ Ω.

• φ(x, ·) is (positively) homogeneous for each x ∈ Ω,

φ(x, αu) = αφ(x, u), α ≥ 0, x ∈ Ω, u ∈ R2
+.

• φ(x, 1, 1) > 0 for all x ∈ Ω̄.

Example 5.2. Harmonic mean φ(x, u1, u2) = β(x) u1u2
u1+u2

with strictly positive β.

Example 5.3. Minimum function φ(x, u) = min{β1(x)u1, β2(x)u2} with strictly pos-

itive β1 and β2.
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5.3 Main Result

We introduce the map B : C+(Ω̄) → C+(Ω̄) as an approximation of F at zero,

which means B is F with µi(t, x, u) being replaced by µi(t, x, 0) in (5.2). B is the

next year offspring map under optimal conditions(when the per capita death rate is

not increased by overcrowding effects).

We will show that the map B is homogeneous, order-preserving, continuous and

compact. We can therefore define the cone spectral radius r+(B) of B which is the

threshold parameter separating extinction from persistence. If no distinction were

made between males and females, the map B would be linear and bounded and r+(B)

the usual spectral radius of B. Since individuals are assumed to reproduce only once

in their life, in the next reproduction season after their birth, B can be interpreted

as the next generation map and its spectral radius as the basic reproduction number

of the population, i.e., the mean number of offspring one average newborn will have

produced at the end of its life under optimal conditionsDiekmann et al. (2012, 1990).

So we introduce the notation R0 = r+(B). As in the linear case, no closed formula

is available in general, but estimates and approximations can be found in a similar

way. For instances, if f is strictly positive continuous function on Ω̄, then r+(B) =

limn→∞ ‖Bnf‖1/n.

Theorem 5.4. There exists a threshold parameter R0 = r+(B) that separates popu-

lation extinction and persistence as follows:

• If R0 < 1, the extinction state 0 is locally asymptotically stable in the following

sense: There exist δ0 > 0, α ∈ (r+(B), 1) and M ≥ 1 such that ‖F n(f)‖ ≤

Mαn‖f‖ for all f ∈ C+(Ω̄) with ‖f‖ ≤ δ0.

• If R0 < 1 and µi(t, x, u) ≥ µi(t, x, 0) for all t ≥ 0, x ∈ Ω, u ≥ 0, then the pop-
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ulation always dies out: F n(f)→ 0 as n→∞, uniformly on Ω and uniformly

for f in bounded subsets of C+(Ω̄).

• If R0 > 1, the population persists uniformly weakly: There exists some ε > 0

such that, for any f ∈ C+(Ω̄), f 6≡ 0,

lim sup
n→∞

sup
x∈Ω

F n(f)(x) ≥ ε

Weak persistence implies instability of the origin.

5.3.1 Stability and Persistence Result for Maps

In this section, we generalize the principle of linearized stability to the case that

the approximation at the origin is not linear but only homogeneous.

A cone X+ is normal (see (2.1)) if and only if its norm is equivalent to a norm

‖ · ‖ which is monotone Krasnoselskĭı (1964); Krasnoselskĭı et al. (1989): ‖x‖ ≤ ‖y‖

for all x, y ∈ X+ with x ≤ y.

Theorem 5.5. Let X+ be the normal cone of an ordered normed vector space. Let

F,B : X+ → X+ and let B be homogeneous, bounded and order preserving, r =

r+(B) < 1. Assume that for each η > 0 there exists some δ > 0 such that F (x) ≤

(1 + η)B(x) for all x ∈ X+ with ‖x‖ ≤ δ. Then F is locally asymptotically stable in

the following sense:

There exists some δ0 > 0, α ∈ (r, 1) and M ≥ 1 such that ‖F n(x)‖ ≤ Mαn‖x‖

for all n ∈ N and all x ∈ X+ with ‖x‖ ≤ δ0.

Proof. Since X+ is normal, we can replace the original norm by an equivalent mono-

tone norm. This does not affect r+(B) given by (2.4)

Choose some s such that r+(B) < s < 1. Then there exists some m ∈ N such

that ‖Bn‖+ < sn for all n ∈ N, n ≥ m. Further there exists some c ≥ 1 such that

‖Bn‖+ ≤ c for n = 1, . . . ,m.
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Choose η > 0 such that α := (1 + η)s < 1 and then choose δ > 0 such that

F (x) ≤ (1+η)B(x) for all x ∈ X+ with ‖x‖ ≤ δ. (Since we switched to an equivalent

norm, the δ may not be the same as in the assumption of the theorem.) Choose

δ0 ∈ (0, δ) such that

(1 + η)mcδ0 ≤ δ. (5.6)

Let x ∈ X+ and ‖x‖ ≤ δ0. Then F (x) ≤ (1+η)B(x). Since the norm is monotone,

by (5.6) and (2.3),

‖F (x)‖ ≤ (1 + η)‖B‖+‖x‖ ≤ (1 + η)cδ0 ≤ δ.

Since B is order-preserving and homogeneous,

F 2(x) ≤ (1 + η)B(F (x)) ≤ (1 + η)2B2(x).

Since the norm is monotone,

‖F 2(x)‖ ≤ (1 + η)2‖B2‖+‖x‖ ≤ (1 + η)2cδ0 ≤ δ.

Proceeding this way we obtain that

F n(x) ≤ (1 + η)nBn(x), n = 1, . . . ,m,

and

‖F n(x)‖ ≤ (1 + η)mc‖x‖ ≤ (1 + η)ncδ0 ≤ δ, n = 1, . . . ,m. (5.7)

For n = m+ 1,

F n(x) ≤ (1 + η)B(Fm(x)) ≤ (1 + η)nBn(x).

Since the norm is monotone,

‖F n(x)‖ ≤ (1 + η)n‖Bn‖+‖x‖ ≤ (1 + η)nsn‖x‖ ≤ αn‖x‖ < δ.
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Now, by induction,

F n(x) ≤ (1 + η)nBn(x), n ≥ m,

and

‖F n(x)‖ ≤ αn‖x‖, n ≥ m.

We combine this estimate with the one in (5.7) and obtain the assertion.

This is a global version of the previous result.

Theorem 5.6. Let X+ be the normal cone of an ordered normed vector space. Let

F,B : X+ → X+ and let B be homogeneous, bounded and order preserving, r =

r+(B) < 1. Assume that F (x) ≤ B(x) for all x ∈ X+. Then F n(f) → 0 as n → ∞

uniformly for f bounded subsets of X+.

Proof. Since B is order-preserving, F n(x) ≤ Bn(x) for all n ∈ N and x ∈ X+. Since

X+ is normal, we can replace the original norm by an equivalent monotone norm. This

does not affect r+(B). Then ‖F n(x)‖ ≤ ‖Bn‖+‖x‖ and ‖Bn‖+ → 0 and n→∞.

In the next result, we assume that the cone X+ has nonempty interior, X̆+. For

v ∈ X+, we recall the functional on X+

[x]v = sup{α ≥ 0, x ≥ αv}, x ∈ X+. (5.8)

If v ∈ X̆+, the functional [·]v is continuous. It is also homogeneous and concave.

Since X+ is closed,

x ≥ [x]vv, x ∈ X+. (5.9)

Theorem 5.7. Let F : X+ → X+ and B : X+ → X+, and let B be homogeneous,

order preserving and continuous, r = r+(B) > 1. Assume

• F n(x) ∈ X̆+ for infinitely many n ∈ N if x ∈ X+, x 6= 0.
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• For any η ∈ (0, 1) there exists some δ > 0 such that F (x) ≥ (1− η)B(x) for all

x ∈ X+ with ‖x‖ ≤ δ.

• There is some r > 1 and some v ∈ X̆+ such that Bv ≥ rv

Then the semiflow induced by F is uniformly weakly norm-persistent: There exists

some ε > 0 such that lim supn→∞ ‖F n(x)‖ ≥ ε for any x ∈ X+ with x 6= 0.

Proof by contradiction. According to assumption (a), we choose r > 0 and v ∈ X̆+

such that Bv ≥ rv.

Choose η ∈ (0, 1) such that r(1 − η) > 1. According to assumption (b), choose

some δ > 0 such that F (x) ≥ (1− η)B(x) for all x ∈ X+ with ‖x‖ ≤ δ.

Suppose the semiflow is not uniformly weakly norm-persistent. Then, for ε ∈

(0, δ), there exists some x ∈ X+ with x 6= 0 and some m ∈ N such that ‖F n(x)‖ ≤ ε

for all n ≥ m.

By assumption (a), we can find some M > m such that FM(x) ∈ X̆+. Let

y = FM(x). Since ‖y‖ ≤ ε < δ, F (y) ≥ (1 − η)B(y). By (5.9), since B is order-

preserving and homogeneous,

B(y) ≥ B([y]vv) = [y]vB(v) ≥ r[y]vv.

We combine the inequalities,

F (y) ≥ (1− η)r[y]vv.

By (5.8),

[F (y)]v ≥ (1− η)r[y]v.

Since F (y) = FM+1(x), ‖F (y)‖ ≤ δ. So we have F 2(y) = F (F (y)) ≥ (1− η)B(F (y)).

We repeat the previous argument and obtain

[F 2(y)]v ≥ r2(1− η)2[y]v.
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By induction, we have [F n(y)]v ≥ rn(1− η)n[y]v for all n ≥M .

Since y ∈ X+ and r(1 − η) > 1, we have [y]v > 0 and [F n(y)]v → ∞ as n → ∞.

But ([F n(x)]v) is bounded because (F n(x)) is bounded and [·]v is continuous and

homogeneous.

5.3.2 Proof of Main Result

Let X = C(Ω̄) be the Banach space of continuous functions on Ω̄ with supremum

norm and X+ = C+(Ω̄) be the cone of nonnegative functions. X+ has nonempty

interior; in fact, every strictly positive continuous functions on Ω̄ is an interior point

of X+. Further X+ is normal; actually, the supremum norm is monotone itself.

Part of the proof of the main result will be that the homogeneous map B is an

approximation of the next-year-offspring map F at the origin in the following sense:

For any η ∈ (0, 1), there exists some δ > 0 such that

(1− η)B(f) ≤ F (f) ≤ (1 + η)B(f), f ∈ X+, ‖f‖ ≤ δ.

This will make the application of the results in the previous section possible.

Proof of Theorem 5.4. Recall that B(f)(x) = φ(x, ũ1(1, x), ũ2(1, x)) where ũ1 and ũ2

are the solutions of

(∂t − di4)ũi = −µi(t, x, 0)ũi, 0 ≤ t ≤ 1, x ∈ Ω,

ũ = (ũ1, ũ2)

(5.10)

with Neumann boundary conditions ∂ν ũi(t, x) = 0, x ∈ ∂Ω and initial conditions

ũi(0, x) = pi(x)f(x)

It follows from the smoothing properties of parabolic differential equations that

the map f(ũ1(1, ·), ũ2(1, ·)) is compact from X to X2. Since the solution of (5.18)

depend continuously on their initial data, this map is also continuous. It is linear
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because the equations are linear. By a standard comparison principle (see (Smith

and Thieme, 2011, Theorem.A.23), e.g.), this map is also order-preserving. It follows

from the properties of the mating and reproduction function φ that B is compact,

homogeneous, continuous, and order-preserving on X+.

We first prove the second result: We assume µi(t, x, 0) ≤ µi(t, x, u). By a standard

comparison principle (see (Smith and Thieme, 2011, Theorem.A.23), e.g.), we have

ui ≤ ũi and so F (f) ≤ B(f) for all f ∈ C+(Ω̄). The second result now follows from

Theorem 5.6.

Next we prove the third result. Let r+(B) > 1, apply Theorem 5.7. We check the

first condition. If f ∈ C+(Ω̄) and f 6≡ 0, then ui(t, x) > 0 for all t ∈ (0, 1], x ∈ Ω̄ for

the solutions of (5.2),(5.3) and (5.4). It follows from the properties of the mating and

reproduction function that φ(x, u1, u2) > 0 for all x ∈ Ω̄, u1 > 0, u2 > 0. So F (f) is

strictly positive on Ω̄ and a point in X̄+ for all f ∈ X+, f 6= 0.

To verify the third condition of Theorem 5.7, we use Theorem 2.15. Since B is

compact, there exists some v ∈ X+, v 6= 0, such that Bv = rv, r = r+(B) > 1. The

map B has similar positivity properties as F ; so v is an interior point of X+.

Finally, we check the second condition of Theorem 5.4: For any η ∈ (0, 1) there

exists some δ > 0 such that F (x) ≥ (1− η)B(x) for all x ∈ X+ with ‖x‖ ≤ δ.

We know that F (f)(x) = φ(x, u1(1, x), u2(1, x)) where u1 and u2 are the solutions

of

(∂t − di4)ui = −µi(t, x, u)ui, 0 ≤ t ≤ 1, x ∈ Ω,

u = (u1, u2)

(5.11)

with Neumann boundary conditions ∂νui(t, x) = 0, x ∈ ∂Ω and initial conditions

ui(0, x) = pi(x)f(x), while the operator B is associated with the solution of (5.18)
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We also consider solutions of

(∂t − di∆)ūi =0, 0 ≤ t ≤ 1, x ∈ Ω

∂ν ūi(t, x) =0, x ∈ ∂Ω,

ūi(0, x) =pi(x)f(x).

(5.12)

Since µi ≥ 0, it follows from a comparison principle (Smith and Thieme, 2011, The-

orem.A.23) that

ũi ≤ ūi, ui ≤ ūi (5.13)

and, for any δ > 0 and newborn density f ∈ C+(Ω̄),

f ≤ δ =⇒ ūi ≤ δ. (5.14)

Let η ∈ (0, 1) and ε > 0 such that e−ε = 1− η. Since µi is locally Lipschitz in u,

by choosing δ ∈ (0, 1) small enough,

µi(t, x, u) ≤ µi(t, x, 0) + ε, t ≥ 0, x ∈ Ω, u = (u1, u2), 0 ≤ ui ≤ δ.

Set uε(t, x) = eεtu(t, x). Since ui ≤ ūi ≤ δ,

(∂t − di∆)uε(t, x) = −(µi(t, x, u)− ε)uε(t, x) ≥ −µi(t, x, 0)uε.

We recall Mallet-Paret and Nussbaum (2010), use a comparison principle again (Smith

and Thieme, 2011, Theorem.A.23) and obtain,

uε(t, x) ≥ ũ(t, x)

which implies that

u(t, x) ≥ e−εtũ(t, x) = (1− η)ũ(t, x), 0 ≤ t ≤ 1, x ∈ Ω.

Since φ(x, ·) is order preserving and homogeneous,

F (f)(x) = φ(x, u(1, x)) ≥ φ(x, (1−η)ũ(1, x)) = (1−η)φ(x, ũ(1, x)) = (1−η)B(f)(x).
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We have verified all condition of Theorem 5.7 which implies the persistence result

of Theorem 5.4.

Similarly, by considering e−εtu(t, x) with eε = 1 + η, we find that u(t, x) ≤ (1 +

η)ũ(t, x) and so F (f) ≤ (1 + η)B(f). The first result now follows from Theorem

5.5.

5.4 The Model with Dirichlet Boundary Condition

5.4.1 General Results

Guided by Lewis and Li (2012), now we consider the model within one year is

represented by a system of partial differential equations

(∂t − di∆)ui = −µi(t, x, u)ui, 0 < t ≤ 1, x ∈ Ω, i = 1, 2

u = (u1, u2)

(5.15)

with Dirichlet boundary condition

ui(t, x) = 0, x ∈ ∂Ω, i = 1, 2 (5.16)

and initial conditions

ui(0, x) = pi(x)f(x), i = 1, 2. (5.17)

The linear operator B which is the approximation of F at 0. For map B, partial

differential equations become to

(∂t − di4)ũi = −µi(t, x, 0)ũi, 0 ≤ t ≤ 1, x ∈ Ω, i = 1, 2

ũ = (ũ1, ũ2)

(5.18)

with Dirichlet boundary conditions ũi(t, x) = 0, x ∈ ∂Ω and initial conditions ũi(0, x) =

pi(x)f(x), i = 1, 2.
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By Section 5.3.2, we still have the conclusion: For any η ∈ (0, 1), there exists some

δ > 0 such that

(1 + η)B(f) ≥ F (f) ≥ (1− η)B(f), f ∈ X+, ‖f‖ ≤ δ.

All results of previous model discussion hold except for Theorem 5.7. For model

with Neumann boundary condition, we can assume that the cone X+ is solid, but

this assumption does not hold any more in Dirichlet boundary condition. Therefore

we have another result:

Theorem 5.8. Assume the norm ‖·‖ is monotone. Let F : X+ → X+ and B : X+ →

X+, and let B be homogeneous, order preserving and continuous, r = r+(B) > 1.

Assume

(a) There is some r > 1 and some v ∈ X+ \ {0}, such that Bv ≥ rv

(b) Let n ∈ N, there exists some N > n and c which relates to N such that cv <

FN(x) if x ∈ X+, x 6= 0.

(c) For any η ∈ (0, 1) there exists some δ > 0 such that F (x) ≥ (1− η)B(x) for all

x ∈ X+ with ‖x‖ ≤ δ.

Then the semiflow induced by F is uniformly weakly norm-persistent: There exists

some ε > 0 such that lim supn→∞ ‖F n(x)‖ ≥ ε for any x ∈ X+ with x 6= 0.

Proof by contradiction. According to assumption (a), we choose r > 0 and v ∈ X+

such that Bv ≥ rv.

Choose η ∈ (0, 1) such that r(1 − η) > 1. According to assumption (c), choose

some δ > 0 such that F (x) ≥ (1− η)B(x) for all x ∈ X+ with ‖x‖ ≤ δ.

Suppose the semiflow is not uniformly weakly norm-persistent. Then, for ε ∈

(0, δ), there exists some x ∈ X+ with x 6= 0 and some m ∈ N such that ‖F n(x)‖ ≤ ε

for all n ≥ m.
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By assumption (b), we can find some M > m such that FM(x) ∈ X+. Let

y = FM(x). Since ‖y‖ ≤ ε < δ, F (y) ≥ (1− η)B(y).

Since y ∈ X+, we have cyv ≤ y. Therefore

B(y) ≥ B(cyv) = cyB(v) ≥ cyrv.

We combine the inequalities,

F (y) ≥ cy(1− η)rv.

Since F (y) = FM+1(x), ‖F (y)‖ ≤ δ. So we have F 2(y) = F (F (y)) ≥ (1 −

η)B(F (y)). We repeat the previous argument and obtain

F 2(y) ≥ cy(1− η)2r2v.

By induction, we have F n(y) ≥ cy(1− η)nrnv for all n ≥M .

Since y ∈ X+ and (1 − η)r > 1, we have ‖F n(y)‖ ≥ cy(1 − η)nrn‖v‖ → ∞ as

n→∞ which caused contradiction.

5.4.2 Simplified Model

Now we simplify our model by considering µi(t, x, 0) only relates to time t, thus

µi(t, x, 0) becomes µi(t, 0).

(∂t − di4)ũi = −µi(t, 0)ũi, 0 ≤ t ≤ 1, x ∈ Ω,

ũ = (ũ1, ũ2)

(5.19)

with Dirichlet boundary conditions

ũi(t, x) = 0, x ∈ ∂Ω (5.20)

and initial conditions

ũi(0, x) = piv(x). (5.21)
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To solve the partial differential equation (5.19)(5.20)(5.21). We consider the so-

lutions satisfy the following condition:
ũi(t, x) = gi(t)v(x), gi(0) = pi

4v = −λv

(5.22)

λ > 0, v is positive on Ω and v = 0 on ∂Ω.

Plug (5.22) into (5.19), we have

(∂t − di4)(gi(t)v(x)) = −µi(t, 0)(gi(t)v(x)),

g′i(t)v(x)− gi(t)di4v(x) = −µi(t, 0)gi(t)v(x),

g′i(t)v(x) + λdigi(t)v(x) = −µi(t, 0)gi(t)v(x).

For v(x) 6= 0, we have

g′i(t) + λdigi(t) = −µi(t, 0)gi(t).

Solving this differential equation, we have

d(gi(t))

gi(t)
= [−λdi − µi(t, 0)]dt.

Take integral for both sides, we have

ln(gi(t)) = −λdit−
∫ t

0

µi(s, 0)ds.

Then

gi(t) = pie
−λdit−

∫ t
0 µi(s,0)ds.

Therefore

ũi(t, x) = pie
−λdit−

∫ t
0 µi(s,0)dsv(x).

For t = 1, set k̃1 = g1(1), k̃2 = g2(1), then ũ1(1, x) = k̃1v(x), ũ2(1, x) = k̃2v(x).
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Now we consider the mating function does not depend on x. Apply the mating

function φ on ũ1(1, x), ũ2(1, x), we have φ(ũ1(1, x), ũ2(1, x)) = φ(k̃1v(x), k̃2v(x)) =

v(x)φ(k̃1, k̃2).

Therefore B(v) = v(x)φ(k̃1, k̃2). Set r0 = φ(k̃1, k̃2), then B(v) = r0v.

Suppose r = r+(B) ≥ 1. Since B is compact under reasonable assumptions, there

exists some v ∈ X+ with B(v) = rv. Then v has the properties above, and it follows

that r0 ≥ 1. By contraposition, if r0 < 1, then r+(B) < 1.

Now we prove that if r0 > 1, then the conditions of Theorem 5.8 are satisfied.

Assumption (a) is proven by previous discussion. To show assumption (b), by Thieme

(1988), let w be the solution of

−4xw(x) = 1, x ∈ Ω,

w(x) = 0, x ∈ ∂Ω.

According to (Thieme, 1988, Lemma 6.6), we find δ0, c0 > 0 such that

δ0ui(1, x) ≤ w(x)

∫
Ω

ui(0, y)w(y)dy ≤ c0ui(1, x), i = 1, 2.

where u = (u1, u2) is the solution of (∂t − di4x)ui = −µi(t, x, u)ui.

Therefore there exists some mi > 0 such that ui(1, x) ≥ miw(x) ,i = 1, 2. To show

that w(x) ≥ niũi(1, t) for some ni > 0, i = 1, 2, we set ṽ(x) = v
λ‖v‖ . (‖ · ‖ is supreme

norm). Then ‖ṽ‖ ≤ 1
λ
. Plug ṽ(x) into equation systems:

−4xv(x) = λv, x ∈ Ω,

v(x) = 0, x ∈ ∂Ω.

We have

−4xṽ(x) = λṽ, x ∈ Ω,

ṽ(x) = 0, x ∈ ∂Ω.
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Since ṽ(x) ≤ ‖ṽ‖ ≤ 1
λ
, −4xṽ(x) = λṽ ≤ 1. Let z = ṽ − w. Then

−4xz(x) ≤ 0, x ∈ Ω,

z(x) = 0, x ∈ ∂Ω.

Apply maximum principle, we have

max
Ω̄

z = max
∂Ω

z = 0.

Therefore z(x) = ṽ(x) − w(x) ≤ 0 for all x ∈ Ω̄, we have ṽ ≤ w. Then v
λ‖v‖ ≤ w.

Since φ is order preserving, we have:

F (f)(x) = φ(u1(1, x), u2(1, x))

≥ φ(m1w(x),m2w(x))

= w(x)φ(m1,m2)

≥ ṽφ(m1,m2)

=
v

λ‖v‖
φ(m1,m2)

= cv(x)

where c =
φ(m1,m2)

λ‖v‖
.

Hence assumption (b) is satisfied. Using the same strategy in the Proof of Theorem

5.4, we have assumption (c).

Since all assumptions of Theorem 5.8 are satisfied, we have the conclusion that if

r = r+(B) > 1, the semiflow induced by F is uniformly weakly norm-persistent.

If r = r+(B) < 1, we can apply Theorem 5.5, Theorem 5.6 to get corresponding

extinction results.

Summary: For Dirichlet boundary condition problem, we study the homogeneous

map B which is the approximation of F at 0 again. The main result Theorem 5.4 still

works for this case. By getting rid of space term x, we can find a way to calculate

r(B) which actually depends on the size of the domain.
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Chapter 6

APPLICATION TO A RANK-STRUCTURED POPULATION MODEL WITH

MATING

6.1 Model

Let X ⊆ RN be an ordered normed vector space with cone X+ = X ∩RN
+. Assume

that the norm has the property that xj ≤ ‖x‖ for all x = (xj) ∈ X+ and all j ∈ N.

This implies that X ⊂ l∞ and ‖x‖∞ ≤ ‖x‖ for all x ∈ X.

Define a map F : X+ → RN
+, F (x) = (Fj(x)), by

F1(x) = q1(x)x1 +
∞∑

j,k=1

βjk(x) min{xj, xk}

Fj(x) = max
{
pj−1(x)xj−1, qj(x)xj

}
, j ≥ 2

x = (xj) ∈ X+. (6.1)

Here pj, qj : X+ → R+, βj,k : X+ → R are continuous functions of x ∈ X+ for all

j, k ∈ N.

The dynamical system (F n)n∈N can be interpreted as the dynamics of a rank-

structured population and, in a way, is a discrete version (in a double sense) of the

two-sex models with continuous age-structure in Hadeler (1989); Iannelli et al. (2005).

The number xj is the amount of individuals at rank j ∈ N and the sequence x = (xj)

is the rank distribution of the population. At rank distribution x, F1(x) is the number

of newborn individuals who all have the lowest rank 1. Procreation is assumed to

require some mating. Mating is assumed to be rank-selective and is described by

taking the minimum of individuals in two ranks. The functions βjk(x) represent the

fertility of a pair when the female has rank j and the male has rank k where a 1:1

sex ratio is assumed at each rank. The maps Fj, j ≥ 2, describe how individuals
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survive and move upwards in the ranks from year to year where one cannot mover

by more than one rank within a year. If the population size is modeled in number of

individuals one would assume that pj(x), qj(x) ≤ 1, but if it is modeled in biomass,

then such an assumption would not be made. However, an individuals at rank j is at

least j − 1 years old, and so mortality eventually wins the upper hand such that the

assumption

pj(x)→ 0 and qj(x)→ 0, j →∞, uniformly for x ∈ X+, (6.2)

is natural. From a population dynamics point of view, X = l1 is the most natural

space because the norm of x ∈ X+ gives the total population size. So we choose

X = l1. We also assume that there is a sequence (β̃k) ∈ l1+ such that

βjk(x) + βkj(x) ≤ β̃k, j, k ∈ N, x ∈ X+. (6.3)

6.2 Main Results

6.2.1 Homogeneous Function B

Now we define the map B : X+ → X+ by the same formula, but with βjk(0)

replacing βjk(x), pj(0) replacing pj(x) and qj(0) replacing qj(x). So B(x) is the

approximation of F (x) at x = 0. B(x) = (Bj(x)) has the form:

B1(x) = q1(0)x1 +
∞∑

j,k=1

βjk(0) min{xj, xk}

Bj(x) = max
{
pj−1(0)xj−1, qj(0)xj

}
, j ≥ 2

x = (xj) ∈ X+. (6.4)

We assume that
βjk(x)

βjk(0)
→ 1 as x → 0 uniformly for those j, k ∈ N for which

βjk(0) > 0.

Also we assume that
pj(x)

pj(0)
→ 1 as x → 0 uniformly for those j ∈ N for which

pj(0) > 0.
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Further we assume that
qj(x)

qj(0)
→ 1 as x → 0 uniformly for those j ∈ N for which

qj(0) > 0.

This implies that for each ε ∈ (0, 1) there exists some δ > 0 such that (1−ε)B(x) ≤

F (x) ≤ (1 + ε)B(x) for all x ∈ X+ with ‖x‖ ≤ δ.

6.2.2 Point-Dissipative and Compact Attractor of Bounded Sets

We assume that pj−1(x) + qj(x) → 0 uniformly for j ∈ N as ‖x‖ → ∞, further
∞∑

j,k=1

βjk(x)→ 0 as ‖x‖ → ∞. Let ε > 0 still be chosen and choose c > 0 such that

pj−1(x) + qj(x) ≤ ε

∞∑
j,k=1

βjk(x) ≤ ε

 ‖x‖ ≥ c. (6.5)

Choose A : X → X, A(x) = Aj(x),

A1(x) = εx1 +
∞∑

j,k=1

β̃jk(xj)

Aj(x) = ε(xj−1 + xj), j ≥ 2

x = (xj) ∈ X+. (6.6)

Here β̃jk = sup‖x‖≥c βjk(x). Then B(x) ≤ A(x) whenever ‖x‖ ≥ c. Choose ε < 1/3 if

X = l1. Then ‖A‖ < 1 and F is point-dissipative by Proposition 3.3 and Corollary

3.4.

To make F compact in X = l1, we assume that for any c > 0 there exists u ∈ l1

such that supk≥1

∑∞
j=1 βjk(x) ≤ u1 and pj−1(x) + qj(x) ≤ uj for j ≥ 2 and all x ∈ X+

with ‖x‖ ≤ c. Under these assumptions, the discrete semiflow (F n) has a compact

attractor of bounded sets.
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6.2.3 Spectral Radius of Map B

Suppose there exists some v ∈ Ẋ+ and r ≥ 1 with B(v) = rv. We drop the zero

from βjk(0), similarly for pj and qj. We assume that 0 < pj ≤ 1 and 0 ≤ qj < 1 for

all j ∈ N. We obtain the equations,

rv1 =q1v1 +
∞∑

j,k=1

βjk min{vj, vk}

rvj = max
{
pj−1vj−1, qjvj

}
, j ≥ 2.

(6.7)

Suppose that vj−1 > 0 and pj−1vj−1 < qjvj. Then rvj = qjvj. Since r ≥ 1 and

qj < 1, we have vj = 0, a contradiction.

Suppose that pj−1vj−1 ≥ qjvj. Then

vj =
pj−1

r
vj−1. (6.8)

By iteration,

vj = r1−jPjv1, Pj =

j−1∏
i=1

pi, j ≥ 2, P1 = 1. (6.9)

We notice that v1 = 0 implies v = 0; so we can assume v1 > 0. We substitute this

formula into the one for v1 and divide by rv1,

1 = r−1q1 +
∞∑

j,k=1

βjk min{r−jPj, r−kPk}. (6.10)

Assume that (Pj) ∈ X and set

R0 := q1 +
∞∑

j,k=1

βjk min{Pj, Pk}. (6.11)

It follows that R0 ≥ 1. Since (Pj) is a decreasing sequence,

R0 = q1 +
∞∑
j=1

βjjPj +
∞∑
j=2

j−1∑
k=1

βjkPj +
∞∑
j=1

∞∑
k=j+1

βjkPk. (6.12)
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We change the order or summation in the last series and switch j and k,

R0 = q1 +
∞∑
j=1

βjjPj +
∞∑
j=2

Pj

j−1∑
k=1

(βjk + βkj). (6.13)

We now assume that R0 > 1. Since our state space is X = `1, we assume that

(Pj) ∈ `1. Under these assumptions and by (6.3), there exists some m ∈ N and r > 1

such that

q1r
−1 +

m∑
j=1

βjjr
−jPj +

m∑
j=2

r−jPj

j−1∑
k=1

(βjk + βkj) > 1. (6.14)

We define

wj = r1−jPj, j = 1, . . . ,m, wj = 0, j ≥ m+ 1. (6.15)

Then, for j ≥ 2, . . . ,m,

Bj(w) = rmax{pj−1r
1−jPj−1, qjr

−jPj} = rmax{r1−jPj, qjr
−jPj} = rwj. (6.16)

For j ≥ m+ 1,

Bj(w) ≥ 0 = rwj. (6.17)

Finally

B1(w) = q1 +
∞∑

j,m=1

βjk min{wj, wk}. (6.18)

Since (wj) is decreasing, as before,

B1(w) = q1 +
∞∑
j=1

βjjwj +
∞∑
j=2

wj

j−1∑
k=1

(βjk + βkj). (6.19)

We substitute the definition of wj,

B1(w) = q1 +
m∑
j=1

βjjr
1−jPj +

m∑
j=2

r1−jPj

j−1∑
k=1

(βjk + βkj). (6.20)

By (6.14), B1(w) ≥ r = rw1. We combine these results and obtain Bw ≥ rw.

Suppose r = r+(B) ≥ 1. Since B is compact under reasonable assumptions (see

Section 6.2.2), there exists some v ∈ Ẋ+ with B(v) = rv. Then v has the properties

above, and it follows that R0 ≥ 1. By contraposition, if R0 < 1, then r+(B) < 1.
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6.2.4 Persistence Results

Assume that the semiflow induced by F has a compact attractor of points, e.g.

under the assumption of Section 6.2.2. Choose the persistence function ρ : X+ → R+

as

ρ(x) = x1, x = (xj) ∈ X+. (6.21)

Theorem 6.1. If r = r+(B) > 1, then the semiflow induced by F is uniformly weakly

ρ-persistent where ρ is defined above.

Proof. Let

X0 = {x ∈ X+;∀n ∈ Z+ : ρ(F n(x)) = 0}. (6.22)

Consider the ω-limit set ω of an orbit in X0. Let x ∈ ω. Since ω is invariant, there

exist a total trajectory (xk)k∈Z in ω ⊆ X0 with x0 = x. Then xk1 = 0 for all k ∈ Z.

This implies that x0
2 = qk2x

−k
2 for all k ∈ N. Since (xk) is bounded and q2 < 1, we

obtain x0
2 = 0. So x2 = 0 for all x ∈ ω. A similar consider provides that x3 = 0 for

all x ∈ ω and finally xn = 0 for all x ∈ ω.

By (Smith and Thieme, 2011, Theorem.8.20), to prove uniform ρ-persistence, it

is sufficient to show that the zero sequence is uniformly weakly ρ-repelling.

Assume that there is some j ∈ N such that βjj(x) > 0 for all x ∈ X+. Let x ∈ X+

and x1 > 0. Then (F n(x))n+1 > 0 for all n ∈ N and (F j(x))1 > 0. This way we see

that, if x1 > 0, ρ(F n(x)) > 0 for infinitely many n ∈ N.

Suppose that the zero sequence is not weakly uniformly ρ-repelling. Choose ε > 0

such that r(1 − ε) > 1. Choose δ > 0 such that F (x) ≥ (1 − ε)B(x) for all x ∈ X+

with ‖x‖ ≤ δ.

After a shift in time, we have some x ∈ X+ with x1 > 0 and ‖F n(x)‖ ≤ δ for

all δ > 0. We assume that also βj+1,j+1(0) > 0. Then for some sufficiently large

64



n we have that (F n(x))1 > 0 and (F n(x))2 > 0. For some even bigger n ∈ N, we

have that (F n(x))k > 0 for k = 1, 2, 3. Finally, for some sufficiently big n ∈ N, we

have (F n(x))k > 0 for k = 1, . . . j. For this n we then also have the F (n+i)(x)k > 0

for k = 1, . . . , j + i, i ∈ N. Eventually, we find some i ∈ N such that F n+i(x) is

w-positive. So, after a shift in time, we can assume that x ∈ X+ is w-positive and

‖F n(x)‖ ≤ δ for all n ∈ Z+. Then we obtain that [F n(x)]w ≥ (r(1 − ε))n−1[x]w > 0

and so [F n(x)]w →∞, a contradiction. Hence the semiflow induced by F is uniformly

weakly ρ-persistence.

Assume that there exists m ∈ N such that βm,m(x) > 0, βm+1,m+1(x) > 0 for all

x ∈ X+. Also assume that pj(x) > 0 for j = 1, . . . ,m. Define the persistence function

ρ̃ : X+ → R+ as

ρ̃(x) =
m∑
j=1

xj, x = (xj) ∈ X+. (6.23)

Then we have following results:

Theorem 6.2. If r = r+(B) > 1, then the semiflow induced by F is uniformly ρ̃-

persistent where ρ̃ is defined above. If the semiflow F has a compact attractor of

points, then the semiflow induced by F is uniformly ρ̃-persistent.

Proof. Since ρ̃(x) ≥ ρ(x) in (6.21) and the semiflow induced by F is uniformly weakly

ρ-persistent in Theorem 6.1, there exists some ε > 0 such that

lim
n→∞

sup ρ̃(F n(x)) ≥ lim
n→∞

sup ρ(F n(x)) ≥ ε.

Therefore the semiflow induced by F is uniformly weakly ρ̃-persistent.

Also if ρ̃(x) > 0, then ρ(F n(x)) > 0 for some n ∈ N. Since ρ̃(x) > 0 implies at

least one of xi > 0 where i ∈ 1, . . . ,m, by assumption pj(x) > 0 for j = 1, . . . ,m,
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there exists some t ∈ N such that F t(x)m > 0. By assumption βm,m(x) > 0, we have

F t+1(x)1 > 0. Thus ρ(F t+1(x)) > 0.

To prove uniform ρ̃-persistence, we show that if ρ̃(x) > 0, then ρ̃(F (x)) > 0.

Let x be an element in total trajectory (xt)t∈Z such that ρ̃(x) > 0, then at least

one of xi > 0 where i ∈ 1, . . . ,m. If i < m, then by assumption pj(x) > 0 for

j = 1, . . . ,m, we have F (x)i+1 > 0 where i+ 1 ∈ 2, . . . ,m. Hence

ρ̃(F (x)) > F (x)i+1 > 0.

If i = m, then by assumption βm,m(x) > 0, we have F (x)1 > 0. Hence

ρ̃(F (x)) > F (x)1 > 0.

Therefore we have if ρ̃(x) > 0, then ρ̃(F (x)) > 0. If there exists some s ∈ N such

that ρ̃(x−s) > 0, then

ρ̃(F n(x−s)) = ρ̃(xn−s) > 0

for all n ∈ N. This contradict with ρ̃(x0) = 0 since we can choose n = s. So (H1) in

(Smith and Thieme, 2011, Sec.5.1) has been checked.

Now we can apply (Smith and Thieme, 2011, Theorem 4.5) to get the conclusion

that the semiflow induced by F is uniformly ρ̃-persistent.

Theorem 6.3. Let the assumptions of Theorem 6.1 be satisfied, further assume that

the semiflow induced by F has a compact attractor of points, then the semiflow induced

by F is uniformly ρ-persistent.

Proof. By Theorem 6.1 and Theorem 6.2, the semiflow induced by F is uniformly

ρ̃-persistent. To apply (Smith and Thieme, 2011, Corollary 4.22), we need to check

assumption (i), the semiflow induced by F is point-dissipative and asymptotically

smooth, this is given by Section 6.2.2.
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Then we need to check assumption (ii), if we have a total trajectory (xt)t∈Z with

pre-compact range and

inf
t∈Z

ρ̃(xt) > 0,

then ρ(x0) > 0. Since ρ̃(xt) > 0 for all t ∈ Z, at least one of xti > 0 where i ∈ 1, . . . ,m.

By assumptions pj(x) > 0 for j = 1, . . . ,m and βm,m(x) > 0, after a shift in time, we

have x0
1 > 0. Therefore ρ(x0) > 0.

Both assumptions are checked, we have the semiflow induced by F is uniformly

ρ-persistent by (Smith and Thieme, 2011, Corollary 4.22).

67



REFERENCES

Ashih, A. C. and W. G. Wilson, “Two-sex population dynamics in space: effects
of gestation time on persistence”, Theoretical Population Biology 60, 2, 93–106
(2001).

Cantrell, R. S. and C. Cosner, Spatial ecology via reaction-diffusion equations (John
Wiley & Sons, 2004).

Cantrell, R. S., C. Cosner and Y. Lou, “Advection-mediated coexistence of competing
species”, Proceedings of the Royal Society of Edinburgh: Section A Mathematics
137, 497–518 (2007).

Cushing, J. and Y. Zhou, “The net reproductive value and stability in matrix popu-
lation models”, Natural Resources Modeling 8, 4 (1994).

Deimling, K., Nonlinear Functional Analysis (Springler, 1985).

Diekmann, O., H. Heesterbeek and T. Britton, Mathematical tools for understanding
infectious disease dynamics (Princeton University Press, 2012).

Diekmann, O., J. Heesterbeek and J. Metz, “On the definition and the computation
of the basic reproduction ratio r0 in models for infectious diseases in heterogeneous
populations”, Journal of Mathematical Biology 28, 4, 365–382 (1990).

Hadeler, K., “Pair formation in age-structured populations”, Acta Applicandae Math-
ematica 14, 1-2, 91–102 (1989).

Iannelli, M., M. Martcheva and F. A. Milner, Gender-Structured Population Modeling
(Society for Industrial and Applied Mathematics, 2005).

Jin, W. and H. R. Thieme, “Persistence and extinction of diffusing populations with
two sexes and short reproductive season”, Discrete and Continuous Dynamical
Systems. Series B (to appear).
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